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Abstract 

Picture pressure approaches are utilized for pictures that are difficult to investigate or can't pack in proficient 

way. Such strong calculations are especially noteworthy for frameworks passing on and chronicling important 

data or measurements, in light of the fact that the pressure of fundus pictures is important to assemble the clinical 

information about the patient's wellbeing. So this paper manages the near investigation of four proficient picture 

pressure strategies named as discrete wavelet change (DWT), Adaptive word reference calculations, Super 

spatial forecast and Chain codes. The picture pressure correlation is done as far as pinnacle sign to commotion 

proportion and mean square mistake rate which are utilized to check the strength of packing the fundus pictures 

and shows what is the most productive for the compressions. The entire situation is actualized utilizing 

MATLAB a condition. 
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I. Introduction  
An image is defined as a four-sided collection of pixel units. The pixel units of a gray scale sample of image are 

a non-negative number construed as the strength in terms of the brightness, radiance of the sample of the image. 

When the pixel of the image intensities deals with the range of 0 to 2n−1, formerly we can say that image deals 

with depth of N bit or we can say that the size of image is N-bit. Generally gray scale sample images are having 

bit depths ranges 8 to 16 number of bits. Gray scale compression of images processes are recycled as a 

foundation for shaded image compression systems and for procedures squeezing which deals with the 2-

dimensional statistics categorized by the precise sleekness. These procedures are recycled for 3-dimensional 

volumetric data. Every now and then such statistics is flattened by regular image solidity procedures. The 

universal algorithm can also be used for image compressions, i.e., encoding an arrangement of pixel units which 

are extracted from the image to be compressed in an effectual manner. For worldwide procedures it is sometimes 

hard to compress the sample of the fundus images. Universal processes are frequently aimed  

for script sizes not surpassing 28 and do not achieve the image data features directly which are: images with 2-

dimensional statistics, strengths of adjacent pixels are extremely correlated, and the imageries comprise noise 

which is added to the pixels of the image throughout the acquisition procedure. These features make 

compression of the dictionary processes that perform worse than numerical ones for image statistics. 

Contemporary gray scale compression processes employ methods used in widespread numerical compression 

procedures. However, statistical exhibiting and entropy calculation of the image is distorted to make it informal 

to compress. 
 

 

II.  Discrete Wavelet Transform 
 
The wavelet transform has gained widespread acceptance in image compression. Wavelet transform decomposes 

a signal into a set of basis functions. These basis functions are called wavelets. Wavelets are attained from a 

single prototype wavelet named mother wavelet by dilations and shifting. The DWT has been introduced as a 

highly efficient and flexible method for sub band decomposition of data. The 2D-DWT is nowadays established 

as a key operation in signal processing .It is multi-resolution analysis and it decomposes images into wavelet 

coefficients and scaling function. 
 

In DWT algorithm used in image s of length N, the DWT consists of log2N stages at most. Starting from s, 

the first step produces two sets of coefficients: approximation coefficients cA1, and detail coefficients cD1. 

These vectors are obtained by convolving s with the low-pass filter Lo_D for approximation, and with the high-
pass filter Hi_D for detail, followed by dyadic decimation. The length of each filter is equal to 2N. 
 

If n = length (s), the signals F and G are of length n + 2N - 1, and then the coefficients cA1 and cD1 are of 
length 
 
Floor ((n-1)/2) + N 
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The next step splits the approximation coefficients cA1 in two parts using the same scheme, replacing s by 
cA1 and producing cA2 and cD2, and so on.  
So the wavelet decomposition of the signal s analyzed at level j has the following structure:  
[cAj, cDj... cD1]. Conversely, starting from cAj and cDj, the IDWT reconstructs cAj-1, inverting the 

decomposition step by inserting zeros and convolving the results with the reconstruction filters  
 
 

III. Adaptive Dictionary Algorithms 
 
Dictionary algorithms are the adaptive algorithms which are used in any harsh or distorted regions of the image 

to perform compression and do not scramble solitary symbols as variable dimension bit strings. The symbols or 

indications form the directory or index into a dictionary phrases. If the symbols are less significant than the 

phrases of the dictionaries, they get replacements and compression happens. This type of compression is easier to 

recognize because it deals with the strategy that coders or programmers are aware with using directories into 

databases to recover information from large quantities of loading and storage. 

 

IV. SUPER SPATIAL PREDICTION 
 
The spatial prediction predicts a pixel value which is based on the neighboring pixel color values and scrambles 

the modification among the past and actual current statistics to get more effective solidity. As the modification 

becomes lesser, the data to be determined becomes lesser also. These types of prediction approaches depend on 

prediction, modeling and entropy. Predictor eliminates a large quantity of spatial dismissals which exploits flat 

zones in descriptions. Modeling based on the context prediction by obtaining the information around pixels 

background, like edges in horizontal and vertical domain. Entropy removes numerical redundancy which gives 

the final encoding of the stream of the bits. 

 

V.  Chain Codes 
It is one of the efficient compression techniques which are based on the principle to separately encoding of 

component of the image or we can say the blob in the image. For each region, boundary points are selected and 

transmission of coordinates takes place. The encoder changes along the borderline of the section and transmit a 

representation which deals with the direction of the undertaking. These remains until starting position of the 

encoder at which the whole description of the blob is given and encoding remains continue with the following 

blob in the sample of the image to be compressed. This programming technique is mainly effective for images 

containing reasonably small amount of interconnected components in the image. 

 

VI. Methodology Block Diagram  
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VII. RESULTS AND DISCUSSIONS 
 
Results and discussions are one of the important aspects for evaluation of the robustness in image processing. So 
the following discussion deals with the simulation and comparative analysis of our proposed approach.  
 
 
 
 
 
 
 
 
 
 
 

 

Figure 1 Main Panel 
 

The figure 1 shows the main panel which is made using graphical user interface in MATLAB. It consists of 
the pushbuttons of different techniques for the comparative analysis of the different compression techniques for 

the fundus images which will also help in the medical applications  
 
 
 
 
 
 
 
 
 
 
 

 

Figure 2 Original and Grey scale 
 

The figure 2 shows the original and grey scale image format which is done for the pre-processing of the 
image which is done by clicking on the pushbuttons of uploading and grey scaling  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 3 Low pass approximation 
 

The figure 3 shows the output of the image for the low pass approximation which deals with filtration 
processes using high pass and low pass filtering. These are used to remove the distortions of the images by using 
the up sampling processes.  
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Figure 4 (a) Compressed image  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 4 (b) Performance using DWT 
 

The figure 4 (a) and 4 (b) shows the performance evaluation using discrete wavelet transform in terms of 
compression ratio, mean square error rate and peak signal to noise ratio. The peak signal to noise is 43.56 db, 

mean square error rate is coming 3.19, and compression ratio is coming 0.82. in the similar manner we will 

check the evaluation with rest of the algorithms for the compression  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 5 Performance using Adaptive Dictionary approach 
 

The figure 5 shows the performance evaluation using Adaptive Dictionary in terms of compression ratio, 

mean square error rate and peak signal to noise ratio. The peak signal to noise is 57.38 db, mean square error rate 
is coming 0.80, and compression ratio is coming 0.314 which is far better than dwt.  
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Figure 6 Performance using Spatial Prediction 
 

The figure 6 shows the performance evaluation using special prediction in terms of compression ratio, 

mean square error rate and peak signal to noise ratio. The peak signal to noise is 48.77 db, mean square error rate 

is coming 0.799, and compression ratio is coming 0.334  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 8 Performance using chain codes 
 

The figure 8 shows the performance evaluation using chain code in terms of compression ratio, mean 
square error rate and peak signal to noise ratio. The peak signal to noise is 57.40 db, mean square error rate is 
coming 0.79978, and compression ratio is coming 0.314 

 

Table 1 Performance Comparison with advantages and disadvantages  
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VIII. Conclusions 
 
As image compression is one of the important parts in the medical images. So in our proposed work we have 

analyzed and compare the performance of the fundus images in terms of image compression using compression 

ratio, mean square error rate and peak signal to noise ratio. As we can notices from the table 1 that if there are 

advantages of the proposed work then there are also some disadvantages which really exist in real world 

scenarios. As we can notice that the adaptive dictionary approach is having high peak signal to noise ratio and 

less mean square error rate which shows that the adaptive dictionary scenario is more robust than other 

compression techniques in terms of PSNR and MSE in distorted environments but if we talk about the 

compression ratio the discrete wavelet is having high compression ratio than other scenario which shows that the 

wavelet transform is well suited for increasing compression ratios which used low and high pass filters. The 

future scope deals with the hybridization approaches of two compression algorithms which can perform better 

than the individual approaches with less error rate probabilities 
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