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International Conference on Recent Trends in IOT and Its Application (RITA-18) on 22-24 Nov 
2018.This conference aims to bring together leading academic scientists, researchers and research 
scholars to exchange and share their experiences and research results on all aspects of IOT, Machine 
Learning and Artificial Intelligence. It also provides a premier interdisciplinary platform for 
researchers, practitioners and educators to present and discuss the most recent innovations, trends, and 
concerns as well as practical challenges encountered and solutions adopted in the fields of IOT, 
Machine Learning and Artificial Intelligence. Participants will develop a deep understanding of latest 
tools and technologies pertaining to latest topics and will get a chance to connect with other 
professionals in the field. 

ABOUT THE DEPARTMENT 
The Computer Science & Engineering Department became operational in the year 2009 since 
inception of AIET with 60 students admitted through OJEE as per guide line of AICTE. The 
department has taken several initiatives to bridge the gap between industry and academia by 
conducting several training and certification programs such as DB2, Android, Oracle, .NET, SAP to 
name a few. It has its own Software Development Centre which has significantly contributed for the 
development of CMS (College Management System) and is effectively operational now. Currently 
Department of CSE is enriched with scholar faculties. They not only contribute their knowledge to 
build vibrant academics, but also utilize their skills to apply the science of computing to solve real life 
research problems. The department lays stress on the application-based aspects through laboratories, 
seminars, group discussions, viva-voce and project work, keeping pace with the growth in Computer 
Technology. 

ABOUT THE INSTITUTE 
Established in the year 2009 , Aryan Institute of Engineering and Technology(AIET) is one of the 
premier engineering colleges in the self-financing category of Engineering education in eastern India. 
It is situated at temple city Bhubaneswar, Odisha and is a constituent member of Aryan Educational 
Trust. This reputed engineering college is accredited by NAAC, UGC and is affiliated to BPUT, 
Odisha. AIET aims to create disciplined and trained young citizens in the field of engineering and 
technology for holistic and national growth. 

The college is committed towards enabling secure employment for its students at the end of their four 
year engineering degree course. (The NAAC accreditation in the year 2018 vouches for the college’s 
determination and dedication for a sustainable learning environment). The academic fraternity of 
AIET is a unique blend of faculty with industry and academic experience. This group of facilitators 
work with a purpose of importing quality education in the field of technical education to the aspiring 
students. Affordable fee structure along with approachable location in the smart city of Bhubaneswar, 
makes it a preferred destination for aspiring students and parents. 
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Robust fuzzy factorization machine with noise clustering-based membership
function estimation

eywords:
ollaborative filtering
actorization machines
embership function
oise clustering

A B S T R A C T

Factorization machine (FM) is a promising model-based algorithm for collaborative filtering (CF), but can
bring inferior performances if datasets include users having low confidence. In this paper, a robust FM model
is proposed by introducing the noise clustering-based noise rejection mechanism into Fuzzy FM, which utilizes
fuzzy memberships of users for considering the responsibility of each user in FM modeling. By automatically
updating fuzzy memberships with user-wise criteria of prediction errors, the FM model is better fitted to
reliable users and is expected to improve the generalization ability for predicting the preference degrees of
unknown items. The characteristics of the proposed method are demonstrated through numerical experiments
with MovieLens movie evaluation data such that the prediction ability for not only the training ratings but
also the test ratings of reliable users can be improved by carefully tuning the noise sensitivity weight.

Sanjay Kumar Padhi, Department of Computer Sciencel Engineering, Aryan Institute of Engineering & Technology, Bhubaneswar, sk.padhi2@gmail.com

Sachikanta Pati, Department of Computer Scinece Engineering , NM Institute of Engineering & Technology, Bhubaneswar, sachikantapati98@outlook.com

Prativa Barik, Department of Electrical and Electronics Engineering, Raajdhani Engineering College, Bhubaneswar, p.barik213@gmail.com

Romeo Jena, Department of Electrical and Electronics Engineering, Capital Engineering College, Bhubaneswar, romeo_jena2@hotmail.com
1. Introduction

Collaborative filtering (CF) [1] is a basic technique for tackling
with information overload, for which there are a number of memory-
based algorithms and model-based algorithms [2,3]. Factorization
machine (FM) [4] is a promising model-based algorithm, which has
been demonstrated to be efficient in handling sparse datasets. For
implementation to real world tasks, several efficient algorithms have
been recently developed [5,6]. Besides useful applications of these CF
algorithms, however, FM can bring inferior performances if datasets
include users having low confidence. In order to reduce the influences
of element-wise outliers and noise, several challenges of introducing
robust criteria such as bounded set variability [7] and 𝓁1-norm loss [8]
ave been considered. In the following parts of this paper, another
oncept of user-wise responsibility is mainly focused.

Fuzzy Factorization machine (Fuzzy FM) [9] is an extension of FM,
which considers the responsibility weight of each user in FM modeling.
f we have a priori knowledge on when each user lastly posted his/her
ating, we can estimate fuzzy membership for evaluating the activity
evel of each user based on the period from the last rating and construct
n FM model, which reflects current trends well. Here, the confidence
f users can also be estimated by the non-noise degree in real world
asks, where low-confidence or rare characteristic users, i.e., noise
sers, may have quite unique preference tendencies and are not suitable
or collaborative model construction. In general, however, noise users
an be identified only after we reveal the intrinsic preference tendency
ecause we have no a priori knowledge on who are noise users. Then,

a promising approach is to construct the preference prediction model
in conjunction with noise user identification, simultaneously.

In this paper, automatic estimation of fuzzy memberships is con-
sidered for Fuzzy FM under the principle of noise rejection. Fuzzy
clustering [10,11] is an unsupervised classification method for extract-
ing intrinsic cluster structures varied in multivariate datasets. Noise
fuzzy clustering [12] achieved robust fuzzy clustering by introducing
an additional noise cluster, which is designed to have equal distances
from all objects. By damping all noise objects into the noise cluster,
the cluster prototypes of normal clusters are robustly estimated without
the influence of noise. Because the noise clustering concept is reduced
to robust estimation of the least square-type modeling [12], the sim-
ple noise rejection mechanism was also implemented to fuzzy robust
principal component analysis [13] and robust non-negative matrix
factorization [14].

In this paper, a robust Fuzzy FM model is proposed by introducing
the noise clustering-based noise rejection mechanism into Fuzzy FM. In
the iterative procedure of the proposed method, the fuzzy membership
of each user is automatically updated in each iteration considering the
non-noise degree under the current Fuzzy FM model. Then, the Fuzzy
FM model is updated following the responsibility weights of users.

The remaining parts of this paper are organized as follows: Section 2
presents a brief review on FM, Fuzzy FM and noise fuzzy clustering,
and then, Section 3 proposes a novel robust Fuzzy FM model. The
characteristics of the proposed model are demonstrated in Section 4
International Conference on Recent Trends
Organised by Department of Computerscience Science Eng
 in IOT and Its Application (RTIA-18) 
ineering, AIET Bhubaneswar. 22 Nov. - 24 Nov 2018
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Fig. 1. A sample data representation in FM.
b

through a CF experiment with a real-world dataset downloaded from
MovieLens web site [15], and the summary conclusion is given in
Section 5.

2. Factorization machine, Fuzzy FM and noise fuzzy clustering

2.1. Model equation for FM in CF tasks

CF is a basic technique for implementing personalized recommen-
dation, which reduces information overload considering user pref-
erences [1,2]. The problem space of CF is often designed with an
evaluation matrix among 𝑛 users and 𝑚 items, and the goal of CF is to
recommend promising items to the target user such that the (unknown)
items are expected to be preferred by the user. In general, we have
very many items and each user evaluated only a small portion of
them, i.e., the evaluation matrix is very sparse and has many missing
elements. Then, the CF task is reduced to missing value estimation in
the evaluation matrix [16], where the promising items having higher
predicted values are recommended to the user.

Although the memory-based algorithms and their extensions have
been utilized in many real applications such as Amazon.com [17],
the model-based algorithms are expected to be more computationally
efficient in the prediction phase and have higher generalization ca-
pability. FM is a promising model-based algorithm, which has been
demonstrated to be efficient in handling sparse datasets [4].

Assume that we have evaluation rating data for 𝑚 types of contents
given by 𝑛 users. In general CF tasks, each user evaluates only a small
portion of all contents, and so, the 𝑛×𝑚 evaluation matrix is often very
sparse such that it contains only 𝑇 ratings in total, where 𝑇 ≪ 𝑛 ⋅ 𝑚.
In the following, the total 𝑇 rating scores are assumed to be stored in
the form of a three-element vector (𝑈𝑠𝑒𝑟𝑖, 𝐼𝑡𝑒𝑚𝑖, 𝑦𝑖) = (person, content,
rating), 𝑖 = 1,… , 𝑇 .1 Following Rendle’s literature [4], the feature
vectors utilized in FM modeling are represented as shown in Fig. 1.

Here, the goal of FM modeling is to predict the response vari-
able 𝑦𝑖 from the explanatory variable vector 𝒙𝑖 = (𝑥𝑖1,… , 𝑥𝑖𝑛 ∶

1 In [4], other input information such as the other rating items and the
ating time in a certain period can be also jointed including both categorical
nd numerical values. However, for simplicity, 𝑢𝑠𝑒𝑟 × 𝑖𝑡𝑒𝑚 information is only
onsidered in this paper.
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𝑥𝑖,𝑛+1,… , 𝑥𝑖,𝑛+𝑚)⊤, where input information 𝑈𝑠𝑒𝑟𝑖 and 𝐼𝑡𝑒𝑚𝑖 are handled
as categorical variables and are jointed into a single high-dimensional
sparse vector. The model equation for FM of degree 𝑑 = 2 is defined as:

�̂�(𝒙) = 𝑤0 +
𝑛+𝑚
∑

𝑗=1
𝑤𝑗𝑥𝑗 +

𝑛+𝑚−1
∑

𝑗=1

𝑛+𝑚
∑

𝓁=𝑗+1
⟨𝒗𝑗 , 𝒗𝓁⟩𝑥𝑗𝑥𝓁

= 𝑤0 +
𝑛+𝑚
∑

𝑗=1
𝑤𝑗𝑥𝑗

+
𝑛+𝑚−1
∑

𝑗=1

𝑛+𝑚
∑

𝓁=𝑗+1
(𝑣𝑗1𝑣𝓁1 + 𝑣𝑗2𝑣𝓁2)𝑥𝑗𝑥𝓁 , (1)

where 𝑤0 is the constant term, 𝑤𝑗 (𝑗 = 1,… , 𝑛+𝑚) are the coefficients
of linear term 𝑥𝑗 and 𝒗𝑗 (𝑗 = 1,… , 𝑛 + 𝑚) are the coefficients of the
interaction term, where the dimension 𝑘 of the latent term 𝑣 was set
to 2 in the followings. The larger the dimension 𝑘, the greater the
nonlinearity of the regression model and the greater the complexity
of the prediction, but the more likely it results in the overtraining
situation. On the other hand, the smaller the dimension 𝑘, the greater
the generalization ability and the better it is suitable for analyzing
sparse data. The prediction model is further extended to a higher degree
case with 𝑑 > 2, where higher order interaction among three or more
variables can be considered.

The objective function to be minimized based on the least-squares
error criterion is defined as Eq. (2), in which regularization terms are
added to prevent overfitting.

𝐽𝐹𝑀 = 1
2

𝑇
∑

𝑖=1
(𝑦𝑖 − �̂�(𝒙𝑖))2 +

𝜆0
2

⋅ (𝑤0)2

+
𝜆1
2

𝑛+𝑚
∑

𝑗=1
(𝑤𝑗 )2 +

𝜆2
2

𝑛+𝑚
∑

𝑗=1

𝑘
∑

𝑓=1
(𝑣𝑗𝑓 )2. (2)

Based on the Stochastic Gradient Descent (SGD), each parameter is
iteratively updated.

Here, the calculation order of the interaction term (𝑘(𝑛+𝑚)2) can
e reduced to a linear order (𝑘(𝑛+𝑚)) as Eq. (3), where we can ignore

the model parameters that directly depends on two variables (𝑗,𝓁).
𝑛+𝑚
∑

𝑛+𝑚
∑

⟨𝒗𝑗 , 𝒗𝓁⟩𝑥𝑗𝑥𝓁

𝑗=1 𝓁=𝑗+1
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Fig. 2. Pre-fixed fuzzy memberships in Fuzzy FM.

1
2

𝑛+𝑚
∑

𝑗=1

𝑛+𝑚
∑

𝓁=1
⟨𝒗𝑗 , 𝒗𝓁⟩𝑥𝑗𝑥𝓁 − 1

2

𝑛+𝑚
∑

𝑗=1
⟨𝒗𝑗 , 𝒗𝑗⟩𝑥𝑗𝑥𝑗

= 1
2

(𝑛+𝑚
∑

𝑗=1

𝑛+𝑚
∑

𝓁=1

𝑘
∑

𝑓=1
𝑣𝑗𝑓 𝑣𝓁𝑓𝑥𝑗𝑥𝓁 −

𝑛+𝑚
∑

𝑗=1

𝑘
∑

𝑓=1
𝑣𝑗𝑓 𝑣𝑗𝑓𝑥𝑗𝑥𝑗

)

1
2

𝑘
∑

𝑓=1

((𝑛+𝑚
∑

𝑗=1
𝑣𝑗𝑓𝑥𝑗

)(𝑛+𝑚
∑

𝓁=1
𝑣𝓁𝑓𝑥𝓁

)

−
𝑛+𝑚
∑

𝑗=1
𝑣2𝑗𝑓𝑥

2
𝑗

)

= 1
2

𝑘
∑

𝑓=1

⎛

⎜

⎜

⎝

(𝑛+𝑚
∑

𝑗=1
𝑣𝑗𝑓𝑥𝑗

)2

−
𝑛+𝑚
∑

𝑗=1
𝑣2𝑗𝑓𝑥

2
𝑗

⎞

⎟

⎟

⎠

. (3)

.2. Fuzzy Factorization Machine

When creating a model for FM, if the data of each user in the
raining dataset have a variation from the reliability viewpoint, and the
eliability can be available as a prior knowledge with fuzzy member-
hips, then, the accuracy of the prediction model can be improved by a
eighted objective function of the fuzzy memberships. For example,

he ratings of users, who have reported their ratings until recently,
re considered to be highly reliable because they represent the latest
references, while the ratings of users, who have not reported their
atings for a long period of time, are considered to be less reliable
ecause they may have different trends from the latest preferences.

Zhou proposed Fuzzy FM [9], which incorporates the reliability of
prior knowledge as fuzzy memberships in the FM objective function.
hen 𝑑𝑖 is the number of days since the evaluator of the 𝑖th observation

ast reported the evaluation value, the fuzzy membership 𝑢𝑖 to the
model representing the latest preference can be defined by a function
such as Fig. 2.

The weighted objective function with fuzzy memberships is defined
s follows:

𝐹𝐹𝑀 = 1
2

𝑇
∑

𝑖=1
𝑢𝑖(𝑦𝑖 − �̂�(𝒙𝒊))2 +

𝜆0
2

⋅ (𝑤0)2

+
𝜆1
2

𝑛+𝑚
∑

𝑗=1
(𝑤𝑗 )2 +

𝜆2
2

𝑛+𝑚
∑

𝑗=1

𝑘
∑

𝑓=1
(𝑣𝑗𝑓 )2. (4)

This will allow us to estimate a model that can accurately predict values
of users having large fuzzy memberships 𝑢𝑖.

.3. Noise fuzzy clustering

The goal of 𝑘-Means-type clustering [18,19] is to partition 𝑛 objects
𝒙𝑖, 𝑖 = 1,… , 𝑛 into 𝐶 clusters such that intra-cluster objects are mutually
similar but inter-cluster objects are not. Fuzzy 𝑐-Means (FCM) [10] is
a basic fuzzy clustering model, where each cluster 𝑐 is represented by
its cluster centroid 𝒃𝑐 and each object 𝑖 is assigned to multiple clusters
with fuzzy memberships 𝑢𝑐𝑖 of the degree of belongingness to cluster
𝑐. Under the probabilistic constraint of ∑𝐶

𝑐=1 𝑢𝑐𝑖 = 1, the FCM objective
function to be minimized is defined as:

𝐽𝐹𝐶𝑀 =
𝐶
∑

𝑛
∑

𝑢𝜃𝑐𝑖‖𝒙𝑖 − 𝒃𝑐‖2, (5)

𝑐=1 𝑖=1
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where 𝜃 (𝜃 > 1) is the weighting exponent for membership fuzzification
such that the larger the value of 𝜃, the fuzzier the cluster boundaries.
If 𝜃 → 1, the model is reduced to the crisp 𝑘-Means. In general, 𝜃 = 2
is often used as the standard setting.

In order to reduce the noise sensitivity of the least square-type
objective function, Davé proposed noise fuzzy clustering [12], where
an additional noise cluster was introduced for damping all noise objects
into it. When we use the (𝐶+1)-th cluster as the noise cluster, to which
all objects have equal distances, the FCM objective function is modified
as:

𝐽𝑁𝐹𝐶𝑀 =
𝐶
∑

𝑐=1

𝑛
∑

𝑖=1
𝑢𝜃𝑐𝑖‖𝒙𝑖 − 𝒃𝑐‖2 +

𝑛
∑

𝑖=1
𝑢𝜃𝐶+1,𝑖𝛾, (6)

where 𝛾 is the adjustable weight for tuning noise sensitivity, which is
called the noise sensitivity weight in this paper, and is identified with
the fixed distance between each object and the noise cluster. Here, the
probabilistic constraint is also modified as ∑𝐶+1

𝑐=1 𝑢𝑐𝑖 = 1. If an object is
more distant than 𝛾 from all normal clusters, the object is damped into
the noise cluster having large membership 𝑢𝐶+1,𝑖.

When the number of normal cluster is 𝐶 = 1, the noise fuzzy
clustering model is reduced to the robust centroid estimation [20]
and the concept can be utilized in robust least square modeling by
replacing the FCM criterion with other analytical criteria such as robust
principal component analysis [13] and robust non-negative matrix
factorization [14].

In the next section, the above noise clustering concept is applied to
obust FM modeling by utilizing it for fuzzy membership estimation in
uzzy FM.

. Robust Fuzzy FM based on noise fuzzy clustering concept

.1. Automated fuzzy membership estimation in Fuzzy FM

This paper proposes a novel Robust Fuzzy FM model, which in-
roduces the noise rejection mechanism of noise fuzzy clustering into
uzzy FM. Instead of relying on a prior knowledge to fix fuzzy mem-
erships in Fuzzy FM, the proposed model considers updating the
uzzy memberships automatically by degrading the fuzzy membership
f noise users, who are unsuitable in model estimation, and increasing
he contribution of non-noise users.

In order to express the non-noise degree of each user with a fuzzy
embership, the membership of user 𝑎, 𝑎 = 1,… , 𝑛 in model estimation

s designed as 𝑢𝑎(𝑢𝑎 ∈ [0, 1]), where the degree of belongingness to the
oise cluster corresponds to 1 − 𝑢𝑎. Here, user-wise prediction errors
f 𝑒𝑎 =

∑

𝑖∈𝐼𝑎 (𝑦𝑖 − �̂�(𝒙𝑖))2 are used as the clustering criterion in the
oise clustering context, where 𝐼𝑎 represents the set of items evaluated
y user 𝑎 such that ∑𝑛

𝑎=1 |𝐼𝑎| = 𝑇 . Then, the objective function to be
inimized is defined as:

𝑅𝐹𝐹𝑀 =
𝑛
∑

𝑎=1

(

𝑢𝜃𝑎
∑

𝑖∈𝐼𝑎

(𝑦𝑖 − �̂�(𝒙𝑖))2 + (1 − 𝑢𝑎)𝜃
∑

𝑖∈𝐼𝑎

𝛾

)

+
𝜆0
2

⋅ (𝑤0)2 +
𝜆1
2

𝑛+𝑚
∑

𝑗=1
(𝑤𝑗 )2

+
𝜆2
2

𝑛+𝑚
∑

𝑗=1

𝑘
∑

𝑓=1
(𝑣𝑗𝑓 )2

=
𝑛
∑

𝑎=1

(

𝑢𝜃𝑎𝑒𝑎 + (1 − 𝑢𝑎)𝜃
∑

𝑖∈𝐼𝑎

𝛾

)

+
𝜆0
2

⋅ (𝑤0)2 +
𝜆1
2

𝑛+𝑚
∑

𝑗=1
(𝑤𝑗 )2

+
𝜆2
2

𝑛+𝑚
∑

𝑗=1

𝑘
∑

𝑓=1
(𝑣𝑗𝑓 )2. (7)

𝛾 is the noise weight, which implies that all objects have common
weights to the noise cluster. If the Fuzzy FM model can estimate the
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𝑢𝑎 =
⎛

⎜

⎜

⎝

1 +
(

𝑒𝑎
𝛾|𝐼𝑎|

)
1

𝜃−1 ⎞
⎟

⎟

⎠

−1

, (8)

𝑒𝑎 =
∑

𝑖∈𝐼𝑎

(𝑦𝑖 − �̂�(𝒙𝑖))2. (9)

Next, FM parameters are calculated by SGD as follows:

𝑤0 ← 𝑤0 − 𝜂
𝜕𝐽𝑅𝐹𝐹𝑀
𝜕𝑤0

= 𝑤0 − 𝜂

( 𝑇
∑

𝑖=1

𝜕𝐽𝑅𝐹𝐹𝑀
𝜕�̂�(𝒙𝑖)

⋅
𝜕�̂�(𝒙𝑖)
𝜕𝑤0

+ 𝜆0 ⋅𝑤0

)

, (10)

𝑗 ← 𝑤𝑗 − 𝜂
𝜕𝐽𝑅𝐹𝐹𝑀
𝜕𝑤𝑗

= 𝑤𝑗 − 𝜂

( 𝑇
∑

𝑖=1

𝜕𝐽𝑅𝐹𝐹𝑀
𝜕�̂�(𝒙𝑖)

⋅
𝜕�̂�(𝒙𝑖)
𝜕𝑤𝑗

+ 𝜆1 ⋅𝑤𝑗

)

, (11)

𝑗𝑓 ← 𝑣𝑗𝑓 − 𝜂
𝜕𝐽𝑅𝐹𝐹𝑀
𝜕𝑣𝑗𝑓

= 𝑣𝑗𝑓 − 𝜂

( 𝑇
∑

𝑖=1

𝜕𝐽𝑅𝐹𝐹𝑀
𝜕�̂�(𝒙𝑖)

⋅
𝜕�̂�(𝒙𝑖)
𝜕𝑣𝑗𝑓

+ 𝜆2 ⋅ 𝑣𝑗𝑓

)

. (12)

Here, each gradient value is derived as follows:
𝜕𝐽𝑅𝐹𝐹𝑀
𝜕�̂�(𝒙𝑖)

= −2𝑢𝜃𝜙(𝑖)(𝑦𝑖 − �̂�(𝒙𝑖)), (13)

where the function 𝜙(𝑖) outputs user index 𝑎, who evaluated the 𝑖th
rating such as 𝑖 ∈ 𝐼𝑎.
𝜕�̂�(𝒙𝑖)
𝜕𝑤0

= 1, (14)

𝜕�̂�(𝒙𝑖)
𝜕𝑤𝑗

= 𝑥𝑖𝑗 , (15)

𝜕�̂�(𝒙𝑖)
𝜕𝑣𝑗𝑓

= 𝑥𝑖𝑗 ⋅
𝑛+𝑚
∑

𝓁=1
𝑣𝓁𝑓𝑥𝑖𝓁 − 𝑣𝑗𝑓𝑥

2
𝑖𝑗 . (16)

Utilizing the above updating formulas, a sample algorithm for the
roposed Robust Fuzzy Factorization Machine (Robust Fuzzy FM) is
escribed as follows:

tep 1 Initialize FM parameters 𝑤0, 𝑤𝑗 and 𝑣𝑗𝑓 by implementing the
conventional FM and set all fuzzy memberships as 𝑢𝑎 = 1,∀𝑎.
(This process is equivalent to implementation of Fuzzy FM with
fixed fuzzy memberships of 𝑢𝑎 = 1,∀𝑎.)

Step 2 Update fuzzy memberships 𝑢𝑎 by Eq. (8).

Step 3 Update FM parameters 𝑤 , 𝑤 and 𝑣 by Eqs. (10)–(12).

rating of object 𝑎 with an average error less than 𝛾, then the non-noise 
weight 𝑢𝑎 will be a large value, while if the approximation error is 
reater than 𝛾, then 1 − 𝑢𝑎 will become larger and the object will be 
ssigned to the noise cluster being rejected from Fuzzy FM model
stimation. In other words, the smaller the value of 𝛾 is, the more objects

are absorbed as noise. The 𝜃 is the weighting exponent for fuzzy
memberships, and the larger the value is, the fuzzier the memberships
re. By the way, the proposed model is reduced to the conventional
non-fuzzy) FM when 𝑢𝑎 = 1, ∀𝑎.

.2. Parameter updating formulas and sample algorithm

The model parameters are updated by iterative hybrid
implemen-tation of the alternative optimization for fuzzy membership
estimation and the Stochastic Gradient Descent (SGD) for FM model
estimation.

Considering the optimality condition 𝜕𝐽𝑅𝐹 𝐹𝑀 ∕𝜕𝑢𝑎 = 0, the updating 
formula for 𝑢𝑎 is derived as follows:
0 𝑗 𝑗𝑓
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Fig. 3. Number of non-noise users.

Step 4 If all FM parameters were convergent, stop. Otherwise, return
to Step 2.

In the proposed Robust Fuzzy FM algorithm, Step 2 of updating
uzzy memberships 𝑢𝑎 is responsible for the noise rejection mechanism,
hich is newly added into the conventional Fuzzy FM. The calculation
f Eq. (8) just needs the iterative calculation of Eq. (9) for 𝑖 ∈ 𝐼𝑎, where

|𝐼𝑎| is generally much lesser than the number of contents such that
|𝐼𝑎| ≪ 𝑚. So, the additional calculation cost for all 𝑎 ∈ {1, 2,… , 𝑛}
is (𝑇 ), 𝑇 ≪ 𝑛 ⋅ 𝑚 and is comparative with other FM calculations such
as Eqs. (10)–(12).

4. Numerical experiments

This section demonstrates the characteristics of the proposed method
using a benchmark dataset of MovieLens 100 K dataset.

4.1. Dataset

MovieLens100k dataset [15] is a benchmark dataset available at
MovieLens web site of the University of Minnesota. The MovieLens100k
dataset contains 100,000 ratings (𝑦𝑖 ∈ {1, 2, 3, 4, 5}) for 1682 movies
by 943 users, where a larger 𝑦𝑖 implies a better rating. Each user rated
at least 20 movies. Then, each rating score is given in a 3-D vector
information as (𝑈𝑠𝑒𝑟𝑖,𝑀𝑜𝑣𝑖𝑒𝑖, 𝑦𝑖) = (user ID, movie ID, rating score),
𝑖 = 1,… , 𝑇 . The sparse feature vectors for FM modeling are composed
of the total 2625 = 943+1682 elements as Fig. 1, where each categorical
information has 𝑥𝑖𝑗 ∈ {0, 1}.

Here, prediction performance is evaluated with the pre-partitioned
subsets of ‘ua.base’ and ‘ua.test’, which are designed in ml-100k for
training and testing, respectively. The size of the dataset is
90570 × 2625 for training set and 9430 × 2625 for test set, where
the test set includes exactly 10 ratings per user.

4.2. Effects of noise sensitivity weight in fuzzy membership estimation

The proposed Robust Fuzzy FM was implemented for the training
dataset with various noise sensitivity weight 𝛾 drawn from the interval
𝛾 ∈ [0.1, 2.0] at intervals of 0.1, and their results are compared with that
of the conventional FM, which corresponds to the proposed method
with 𝛾 → ∞, for demonstrating the characteristics of the proposed
method. The other model parameters were set as 𝜆0 = 𝜆1 = 𝜆2 = 0.0001,
𝜂 = 0.00001 and 𝜃 = 2.0.

First, the derived fuzzy memberships are compared for studying the
effect of the noise rejection mechanism. Fig. 3 shows the number of
non-noise users who were not rejected by the noise clustering mecha-
nism, where defuzzification into the noise/non-noise crisp classes were
performed such that users with 𝑢𝑎 > 0.5 are assigned to the non-noise
class while users with 𝑢𝑎 ≤ 0.5 are to the noise class. When the noise

sensitivity 𝛾 is 0.1, the proposed method is very sensitive to noise and
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Fig. 4. Gradual change of fuzzy memberships.
Fig. 5. Gradual change of fuzzy memberships of three representatives.

lmost all users were assigned to the noise class. As 𝛾 becomes larger,
he number of non-noise users are gradually increased, and when 𝛾 >
.0, almost all users were assigned to the non-noise cluster.

The gradual change of fuzzy memberships is further investigated
n Fig. 4, which depicts each membership value 𝑢𝑎 given with each 𝛾
alue in grayscale representation. A brighter color implies more noisy
haracteristic. For easy comparison, the user IDs listed on the horizontal
xis are sorted in descending order of the sum of membership values,
.e., the most left users are mostly non-noise users while the most
ight users are mostly noisy users. Additionally, in order to support
ntuitive understanding, three representative users, i.e., most reliable
non-noise) user (𝑢𝑠𝑒𝑟 1), ordinary user (𝑢𝑠𝑒𝑟 471) and most noisy user
𝑢𝑠𝑒𝑟 942), were excerpted and their memberships are depicted again
n Fig. 5. The figures demonstrate that the non-noise membership is
ept almost 𝑢𝑎 = 1 for reliable users while it is gradually degraded for
rdinary users. Contrarily, noisy users have only a small membership
nd were rejected from FM modeling even when 𝛾 was relatively large.
hen, the proposed automatic fuzzy membership updating scheme

s useful in gradually tuning the noise rejection level in FM model
raining.
International Conference on Recent Trends
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Fig. 6. MAE in rating value estimation for training dataset.

4.3. Evaluation of prediction ability for test dataset

Second, the effect of noise user rejection in FM modeling is studied
from the viewpoint of missing value prediction in the CF task. As
demonstrated in the previous subsection, in the FM training phase,
we have a smaller number of non-noise users as the noise sensitivity
weight 𝛾 becomes smaller. Fig. 6 shows the mean absolute errors
(MAE) in the rating value estimation for the training dataset, where
the MAE values are compared between noise/non-noise classes after
defuzzification of fuzzy memberships. Comparing with the performance
of the conventional FM depicted in the horizontal dotted line, the
prediction performance for non-noise class having smaller numbers of
users were gradually improved as 𝛾 becomes smaller in 𝛾 < 1.0 while
MAE for noise class users becomes closer to the conventional FM. So,
the derived FM model with smaller 𝛾 achieved better matching to the
rating scores given by a few reliable users, where majority users were
absorbed into the noise cluster.

Next, the prediction performance for the test dataset is studied.
Fig. 7 shows MAE for the test dataset, where the performance of
noise/non-noise classes are compared with that of the conventional
FM for both training and test datasets. Generally, because the FM
model is learned for well-fitting to the training dataset, the prediction
errors for the test dataset, which were not used in the training phase,
become worse than the training one. However, Fig. 7 indicates that
the generalization capability of the proposed robust FM model was
 in IOT and Its Application (RTIA-18) 
ineering, AIET Bhubaneswar. 22 Nov. - 24 Nov 2018
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Fig. 7. MAE in rating value estimation for testing dataset.

Fig. 8. ROC-4 of recommendation ability for testing dataset.

improved for non-noise users such that MAE became the smallest in
around 𝛾 = 0.5. That is, the conventional FM model was severely
overfitted to the noise users and caused significant deterioration in
test prediction. On the other hand, the proposed method improves the
fitting to the general features of reliable users, whose rating tendencies
are consistent with others.

Especially, the test prediction for the reliable (non-noise) users
achieved almost a comparative performance with the training predic-
tion of the conventional FM model in around 𝛾 ∈ [0.4, 0.6]. Then, the
proposed method demonstrated the high generalization capability in CF
tasks.

The similar feature can be found from the viewpoint of recommen-
dation ability. Fig. 8 compares the receiver operating characteristic
(ROC) sensitivity criteria [21,22] for the test dataset. The ROC curve
is a true positive rate vs. false positive rate plots drawn by changing
the threshold of the applicability level in recommendation, and the
lower area of the curve becomes large as the recommendation ability
is higher. In this paper, the movie whose rating score is 𝑦𝑖 = 4 or larger
were to be recommended and the criterion is called ROC-4 [16].

In Fig. 8, the best ROC-4 was again achieved at 𝛾 = 0.5 for the
non-noise class, where MAE was also minimum. Then, we can see
that the proposed robust FM model simultaneously achieved both the
minimum error prediction and the best recommendation ability by
carefully tuning the sensitivity weight 𝛾.

4.4. Comparison with pre-fixed fuzzy memberships in conventional Fuzzy
FM

Third, the performance of the proposed method is compared with
the conventional Fuzzy FM, in which fuzzy memberships are pre-
fixed considering a priori knowledge. In order to estimate the relia-
bility degree of each user 𝑎, this experiment utilizes the following two
membership functions:

𝑢𝑎𝑐𝑡𝑎 = exp
(

−
(𝑡𝑖𝑚𝑒𝑙𝑎𝑠𝑡 − 𝑡𝑖𝑚𝑒𝑎)2

𝛾(𝑡𝑖𝑚𝑒𝑙𝑎𝑠𝑡 − 𝑡𝑖𝑚𝑒𝑠𝑡𝑎𝑟𝑡)2

)

, (17)

𝑢𝑓𝑟𝑒𝑞𝑎 = exp
(

−
(𝑐𝑜𝑢𝑛𝑡𝑚𝑎𝑥 − 𝑐𝑜𝑢𝑛𝑡𝑎)2

)

, (18)

𝛾(𝑐𝑜𝑢𝑛𝑡𝑚𝑎𝑥 − 𝑐𝑜𝑢𝑛𝑡𝑚𝑖𝑛)2

International Conference on Recent Trends
Organised by Department of Computerscience Science Eng
where 𝑡𝑖𝑚𝑒𝑎 and 𝑐𝑜𝑢𝑛𝑡𝑎 are the time stamp (Unix seconds since 1/1/1970
UTC) of last movie evaluation by user 𝑎 and the number of movies
valuation by user 𝑎, respectively. 𝑢𝑎𝑐𝑡𝑎 is designed for weakening

the responsibility of non-active users, who did not post their movie
evaluation recently. On the other hand, 𝑢𝑓𝑟𝑒𝑞𝑎 is designed for weakening
the responsibility of non-frequent users, who rated a relatively small
number of movies only. The sensitivity weight 𝛾 tunes the shapes of

embership functions such that a smaller 𝛾 causes rejection of a larger
umber of users. Here, in the conventional Fuzzy FM, these fuzzy
emberships are pre-fixed before application and are not updated.

Fig. 9 shows the numbers of active/frequent users to have high
esponsibility in FM modeling with various 𝛾 values. The figures form
imilar trajectories to Fig. 3 and the pre-fixed 𝑢𝑎𝑐𝑡𝑎 and 𝑢𝑓𝑟𝑒𝑞𝑎 seem to play
imilar roles to the proposed non-noise fuzzy memberships of Eq. (8)
y tuning 𝛾.

Next, the prediction ability is considered. Comparing Figs. 10 and
1 with Figs. 6 and 7, the pre-fixed activity/frequency memberships
annot control the noise rejection level by tuning the sensitivity weights
nd are not available for robust FM modeling since the two partitioned
lasses, i.e., active/non-active or frequent/non-frequent, do not have
ignificant differences in MAE.

Therefore, robust FM modeling should be implemented with adap-
ive fuzzy memberships utilizing criteria of prediction errors like the
roposed Robust Fuzzy FM method.

. Conclusions

In this paper, a novel robust FM model was proposed by introducing
he noise clustering-based robust modeling scheme into Fuzzy FM. By
utomatically updating the non-noise fuzzy membership of each object,
he FM prediction model is constructed by rejecting the influence of
oise objects. The characteristics of the proposed method were demon-
trated through numerical experiments with MovieLens100k benchmark
ataset such that the robust training model can also improve the test
rediction for the reliable (non-noise) users.

In order to improve the usability of the proposed method, the fol-
owing issues can be considered in our future works. First, how to select
he optimal sensitivity weight 𝛾 should be investigated. In this paper,
he basic characteristics of the proposed method were demonstrated
y comparing the prediction results with various 𝛾 values but their
ptimality was only intuitively discussed. More subjective discussions
ould be needed.

Second, the applicability to much more larger datasets should be
nvestigated. Compared with the conventional Fuzzy FM with pre-fixed
emberships, the proposed algorithm includes an additional member-

hip updating step. The reduction of its computational cost can be
onsidered.

Third, the convergence characteristics can be investigated. Although
he fuzzy membership calculation based on iterative optimization prin-
iple is useful in finding local optimal solutions, its hybridization with
GD may not be an effective idea. It is a possible future work to study
he condition for ensuring the convergence characteristics.

Fourth, the extension to a collaborative system [23] can be con-
idered. Although FM is useful in utilizing multiple information in the
irtual joint vector like Fig. 1, multi-source information can be jointed
nder privacy preservation in many real applications. Introduction of
ollaborative analysis scheme is a possible practical issue.
 in IOT and Its Application (RTIA-18) 
ineering, AIET Bhubaneswar. 22 Nov. - 24 Nov 2018
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Fig. 9. Number of active/frequent users considering 𝑢𝑎𝑐𝑡𝑎 and 𝑢𝑓𝑟𝑒𝑞𝑎 .
Fig. 10. MAE in rating value estimation with activity membership.
Fig. 11. MAE in rating value estimation with frequency membership.
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Optical solitons with Biswas–Milovic equation in magneto-
ptic waveguide having Kudryashov’s law of refractive index

R T I C L E I N F O

Keywords:
Kudryashov
Biswas–Milovic
Solitons

A B S T R A C T

In the present study, we introduce the enhanced Kudryashov’s algorithm which takes full
advantage of the well-known Kudryashov’s method and the new Kudryashov’s method to extract
optical solitons for the Biswas–Milovic equation in magneto-optic waveguide coupled system
having Kudryashov’s law of refractive index. Bright, dark and singular soliton solutions are
retrieved. The obtained solitons appear with appropriate constraints to guarantee the existence
of these solitons.

1. Introduction

Optical solitons is a core area of research in the field of nonlinear optics and telecommunication industry. The main point
n the study of propagation of these solitons is with optical fibers, magneto-optic waveguides, metamaterials and metasurfaces,
WDM systems, FBGs and several other devices. So, the study of theses solitons has gained a great attention in the last years
nd many researchers have developed several integration schemes to study this dynamics of soliton propagation [1–15]. There is

a wide variety of integration algorithms such as the modified simple equation method [16–19], (𝐺′∕𝐺)-expansion method [20],
trial function approach [21], extended trial function method [22], the improved modified extended tanh-function technique [23],
F-expansion method [24–26], Kudryashov’s method [27,28], the new Kudryashov’s approach [29] and so on. In the present work,
we seek optical solitons of the Biswas–Milovic equation in magneto-optic waveguide coupled system having Kudryashov’s law of
refractive index. The model is given by [30]

𝑖
𝜕𝑞𝑚

𝜕𝑡
+ 𝑎1

𝜕2𝑞𝑚

𝜕𝑥2
+
(

𝑏1
|𝑞|2𝑛

+
𝑐1
|𝑞|𝑛

+ 𝑑1 |𝑞|
𝑛 + 𝑒1 |𝑞|

2𝑛 +
𝑓1
|𝑟|2𝑛

+
𝑔1
|𝑟|𝑛

+ ℎ1 |𝑟|
𝑛 + 𝑘1 |𝑟|

2𝑛
)

𝑞𝑚

= 𝑄1𝑟
𝑚 + 𝑖

{

𝜁1
𝜕𝑞𝑚

𝜕𝑥
+ 𝛼1

𝜕
𝜕𝑥

(

𝑞𝑚 |𝑞|2𝑛
)

+ 𝜃1𝑞
𝑚 𝜕
𝜕𝑥

(

|𝑞|2𝑛
)

+ 𝜇1 |𝑞|
2𝑛 𝜕𝑞𝑚

𝜕𝑥

}

. (1)

𝑖 𝜕𝑟
𝑚

𝜕𝑡
+ 𝑎2

𝜕2𝑟𝑚

𝜕𝑥2
+
(

𝑏2
|𝑟|2𝑛

+
𝑐2
|𝑟|𝑛

+ 𝑑2 |𝑟|
𝑛 + 𝑒2 |𝑟|

2𝑛 +
𝑓2
|𝑞|2𝑛

+
𝑔2
|𝑞|𝑛

+ ℎ2 |𝑞|
𝑛 + 𝑘2 |𝑞|

2𝑛
)

𝑟𝑚

= 𝑄2𝑞
𝑚 + 𝑖

{

𝜁2
𝜕𝑟𝑚

𝜕𝑥
+ 𝛼2

𝜕
𝜕𝑥

(

𝑟𝑚 |𝑟|2𝑛
)

+ 𝜃2𝑟
𝑚 𝜕
𝜕𝑥

(

|𝑟|2𝑛
)

+ 𝜇2 |𝑟|
2𝑛 𝜕𝑟𝑚

𝜕𝑥

}

. (2)

n Eqs. (1) and (2), 𝑎𝑙(𝑙 = 1, 2) represents the coefficients of the chromatic dispersion. The parameters 𝑏𝑙 , 𝑐𝑙 , 𝑑𝑙, and 𝑒𝑙 represent
the self-phase modulation coefficients, while 𝑓𝑙 , 𝑔𝑙 , ℎ𝑙, and 𝑘𝑙 are cross-phase modulation coefficients. On the right-hand side, 𝑄𝑙
represents the magnetic field effect that avoids the formation of soliton clutter. From the perturbation terms, 𝜁𝑙 are the coefficients
of intermodal dispersion. Also, 𝛼𝑙 represents the coefficients of self-steepening terms in order to avoid shockwave formation, 𝜃𝑙 , 𝜇𝑙
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are the coefficients of nonlinear dispersion, while 𝑛, 𝑚 give the power nonlinearity and the maximum intensity. The enhanced
Kudryashov’s algorithm will be implemented to get solitons of the governing model. This algorithm takes full advantage of the
well-known Kudryashov’s method and the new Kudryashov’s method. In the next section, we give an overview of the new approach.

2. The enhanced Kudryashov’s method

Considering the nonlinear evolution equation (NLEE) as follows:

𝐹 (𝑢, 𝑢𝑥, 𝑢𝑡, 𝑢𝑥𝑡, 𝑢𝑥𝑥,…) = 0. (3)

where 𝑢 = 𝑢(𝑥, 𝑡) is an unknown function, 𝐹 is a polynomial in 𝑢 and its temporal and spatial independent variables.
The central proceedings of the enhanced Kudryashov’s method as follows:
Step–1: By using the following transformation:

𝑢(𝑥, 𝑡) = 𝑈 (𝜉), 𝜉 = 𝑘(𝑥 − 𝑣𝑡), (4)

where 𝑘, 𝑣 are constant to be determined later. Then Eq. (3) is reduced to a nonlinear ordinary differential equation of the form

𝑃 (𝑈,−𝑘𝑣𝑈 ′, 𝑘𝑈 ′, 𝑘2𝑈 ′′,…) = 0. (5)

Step–2: Assuming that the solution of Eq. (5) can be expressed in the form

𝑈 (𝜉) = 𝜆0 +
𝑁
∑

𝑙=1

∑

𝑖+𝑗=𝑙
𝜆𝑖𝑗𝑄

𝑖(𝜉)𝑅𝑖(𝜉), (6)

where 𝜆0, 𝜆𝑖𝑗 (𝑖, 𝑗 = 0, 1,… , 𝑁) are constants to be determined and the functions 𝑅(𝜉) and 𝑄(𝜉) satisfy the following ODEs:

𝑅′(𝜉)2 = 𝑅(𝜉)2(1 − 𝜒𝑅(𝜉)2), (7)

𝑄′(𝜉) = 𝑄(𝜉)(𝜂𝑄(𝜉) − 1). (8)

The solutions of (7) and (8) are respectively

𝑅(𝜉) = 4𝑎
4𝑎2𝑒𝜉 + 𝜒𝑒−𝜉

, (9)

𝑄(𝜉) = 1
𝜂 + 𝑏𝑒𝜉

, (10)

where 𝑎, 𝑏, 𝜂 and 𝜒 are arbitrary constants.
Step–3: Determining the positive integer number 𝑁 in Eq. (6) by balancing the highest order derivatives and the nonlinear term

in Eq. (5).
Step–4: Substituting (6) into (5) along with (7) and (8). As a result of this substitution, we get a polynomial of 𝑄(𝜉), 𝑅(𝜉) and 𝑅′(𝜉).

n this polynomial we gather all terms of same powers and equating them to be zero, we get an over-determined system of algebraic
quations which can be solved by the Maple or Mathematica to get the unknown parameters 𝑘, 𝑣, 𝑎, 𝑏, 𝜂, 𝜒, 𝜆0, 𝜆𝑖𝑗 (𝑖, 𝑗 = 0, 1,… , 𝑁).
onsequently, we obtain the exact solutions of (3).

. Application to Biswas-Milovic equation

The application of the enhanced Kudryashov’s method to the Biswas–Milovic equation in magneto-optic waveguide having
eneralized Kudryashov’s nonlinear refractive index structure, will be discussed in the present section.

In order to solve the system, the following solution structure is selected.

𝑞(𝑥, 𝑡) = 𝑃1(𝜉)𝑒𝑖(𝜙(𝑥,𝑡)), (11)

𝑟(𝑥, 𝑡) = 𝑃2(𝜉)𝑒𝑖(𝜙(𝑥,𝑡)), (12)

here, the wave variable 𝜉 is given by

𝜉 = 𝑘(𝑥 − 𝑣𝑡). (13)

ere, 𝑃𝑙(𝜉)(𝑙 = 1, 2) represents the amplitude component of the soliton solution and 𝑣 is the speed of the soliton, while the phase
omponent 𝜙(𝑥, 𝑡) is defined as

𝜙(𝑥, 𝑡) = −𝜅𝑥 + 𝜔𝑡 + 𝜃. (14)
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where 𝜅 is the frequency of the solitons, while 𝜔 represents the wave number, and 𝜃 is the phase constant. Substituting (11) and
(12) into (1) and (2) and then decomposing into real and imaginary parts gives

𝑓𝑙𝑃
𝑚
𝑙 𝑃−2𝑛

𝑙
+ 𝑔𝑙𝑃

𝑚
𝑙 𝑃−𝑛

𝑙
+ ℎ𝑙𝑃

𝑚
𝑙 𝑃 𝑛

𝑙
+ 𝑘1𝑃

𝑚
𝑙 𝑃 2𝑛

𝑙
−𝑄𝑙𝑃

𝑚
𝑙
+ 𝑘2(𝑚 − 1)𝑚𝑎𝑙𝑃𝑚−2

𝑙
(

𝑃 ′
𝑙
) 2 − 𝜅𝑚𝜁𝑙𝑃

𝑚
𝑙 + (15)

𝑘2𝑚𝑎𝑙𝑃
𝑚−1
𝑙 𝑃 ′′

𝑙 − 𝜅2𝑚2𝑎𝑙𝑃
𝑚
𝑙 + 𝑏𝑙𝑃

𝑚−2𝑛
𝑙 + 𝑐𝑙𝑃

𝑚−𝑛
𝑙 + 𝑑𝑙𝑃

𝑚+𝑛
𝑙 + 𝑃𝑚+2𝑛

𝑙
(

𝑒𝑙 − 𝜅𝑚
(

𝛼𝑙 + 𝜇𝑙
))

− 𝑚𝜔𝑃𝑚
𝑙 = 0,

and

− 𝑘𝑚𝑃𝑚−1
𝑙 𝑃 ′

𝑙
(

2𝜅𝑚𝑎𝑙 + 𝜁𝑙 + 𝑣
)

− 𝑘𝑃 ′
𝑙 𝑃

𝑚+2𝑛−1
𝑙

(

𝑚𝜇𝑙 + 𝛼𝑙(𝑚 + 2𝑛) + 2𝑛𝜃𝑙
)

= 0. (16)

Here, 𝑙 = 3 − 𝑙. Using the balancing principle leads to 𝑃𝑙 = 𝛾𝑃𝑙, then Eq. (15) reduces to

−
(

𝑎𝑙𝜅
2𝑚2 + 𝜅𝑚𝜁𝑙 + 𝑚𝜔 + 𝛾𝑚𝑄𝑙

)

𝑃𝑚
𝑙 +

(

𝑏𝑙 + 𝑓𝑙𝛾
−2𝑛)𝑃𝑚−2𝑛

𝑙 +
(

𝑐𝑙 + 𝑔𝑙𝛾
−𝑛)𝑃𝑚−𝑛

𝑙 + (17)
(

𝑑1 + ℎ1𝛾
𝑛)𝑃𝑚+𝑛

𝑙 + 𝑎𝑙𝑘
2(𝑚 − 1)𝑚𝑃𝑚−2

𝑙 𝑃 ′
𝑙
2 + 𝑎𝑙𝑘

2𝑚𝑃𝑚−1
𝑙 𝑃 ′′

𝑙 +
(

𝑒𝑙 + 𝑘𝑙𝛾
2𝑛 − 𝜅𝑚𝛼𝑙 − 𝜅𝑚𝜇𝑙

)

𝑃𝑚+2𝑛
𝑙 = 0.

Also, we have the following constraints

𝑎1 = 𝑎2𝛾
𝑚,

(

𝑒𝑙 − 𝜅𝑚
(

𝛼𝑙 + 𝜇𝑙
))

+ 𝑘𝑙𝛾
2𝑛 = 𝛾𝑚

(

𝛾2𝑛
(

𝑒2 − 𝜅𝑚
(

𝛼2 + 𝜇2
))

+ 𝑘2
)

, (18)
𝑑𝑙 + ℎ𝑙𝛾

𝑛 = 𝛾𝑚
(

𝑑2𝛾
𝑛 + ℎ2

)

, 𝑐𝑙 + 𝑔𝑙𝛾
−𝑛 = 𝛾𝑚

(

𝑐2𝛾
−𝑛 + 𝑔2

)

,

𝑎1𝜅
2𝑚2 +𝑄𝑙𝛾

𝑚 + 𝜁1𝜅𝑚 + 𝑚𝜔 = 𝛾𝑚
(

𝑎2𝜅
2𝑚2 + 𝜁2𝜅𝑚 + 𝑚𝜔

)

+𝑄2,

𝑏𝑙 + 𝑓𝑙𝛾
−2𝑛 = 𝛾𝑚

(

𝑏2𝛾
−2𝑛 + 𝑓2

)

.

From the imaginary part equation, it is possible to obtain 𝑣 as

𝑣 = −(2𝜅𝑚𝑎𝑙 + 𝜁𝑙), (19)

and

𝑚𝜇𝑙 + 𝛼𝑙(𝑚 + 2𝑛) + 2𝑛𝜃𝑙 = 0. (20)

Using the transformation

𝑃𝑙(𝜉) = 𝑈 (𝜉)
1
𝑛 . (21)

So that, Eq. (17) transforms to

−𝑛2𝑈2 (𝑎𝑙𝜅
2𝑚2 + 𝜁𝑙𝜅𝑚 + 𝑚𝜔 + 𝛾𝑚𝑄𝑙

)

+ 𝑛2
(

𝑏𝑙 + 𝑓𝑙𝛾
−2𝑛) + 𝑛2𝑈

(

𝑐𝑙 + 𝑔𝑙𝛾
−𝑛) + (22)

𝑛2𝑈3 (𝑑𝑙 + ℎ𝑙𝛾
𝑛) + 𝑎𝑙𝑘

2𝑚𝑛𝑈𝑈 ′′ + 𝑎𝑙𝑘
2𝑚(𝑚 − 𝑛)𝑈 ′2 + 𝑛2𝑈4 (𝑒𝑙 + 𝑘𝑙𝛾

2𝑛 − 𝜅𝑚
(

𝛼𝑙 + 𝜇𝑙
))

= 0.

Eq. (22) can be rewritten as

𝑛2𝐴5𝑈
4 + 𝑛2𝐴4𝑈

3 + 𝑛2𝐴3𝑈
2 + 𝑛2𝐴2𝑈 + 𝑛2𝐴1 + 𝑛2𝑘2

(

𝑛𝑈𝑈 ′′ + (𝑚 − 𝑛)𝑈 ′2
)

= 0, (23)

where

𝐴1 =
𝑏𝑙 + 𝑓𝑙𝛾−2𝑛

𝑎𝑙𝑚
, 𝐴2 =

𝑐𝑙 + 𝑔𝑙𝛾−𝑛

𝑎𝑙𝑚
, 𝐴3 = −

𝑎𝑙𝜅2𝑚2 +𝑄𝑙𝛾𝑚 + 𝜁𝑙𝜅𝑚 + 𝑚𝜔
𝑎𝑙𝑚

, (24)

𝐴4 =
𝑑𝑙 + ℎ𝑙𝛾𝑛

𝑎𝑙𝑚
, 𝐴5 =

𝑒𝑙 + 𝑘𝑙𝛾2𝑛 − 𝜅𝑚
(

𝛼𝑙 + 𝜇𝑙
)

𝑎𝑙𝑚
.

Balancing 𝑈𝑈 ′′ with 𝑈4 in Eq. (23) gives 𝑁 = 1. Consequently, we reach

𝑈 (𝜉) = 𝜆0 + 𝜆01𝑅(𝜉) + 𝜆10𝑄(𝜉). (25)

Substituting (25) into (23) along with (7) and (8). As a result of this substitution, we get a polynomial of 𝑄(𝜉), 𝑅(𝜉) and 𝑅′(𝜉). In
this polynomial we gather all terms of same powers and equating them to be zero, we get an over-determined system of algebraic
equations as follows:

𝐴5𝜆
4
0𝑛

2 + 𝐴4𝜆
3
0𝑛

2 + 𝐴3𝜆
2
0𝑛

2 + 𝐴2𝜆0𝑛
2 + 𝐴1𝑛

2 = 0, (26)

𝐴5𝜆
4
01𝑛

2 − 𝑘2𝜆201𝑚𝜒 − 𝑘2𝜆201𝑛𝜒 = 0, (27)

4𝐴5𝜆10𝜆
3
0𝑛

2 + 3𝐴4𝜆10𝜆
2
0𝑛

2 + 2𝐴3𝜆10𝜆0𝑛
2 + 𝐴2𝜆10𝑛

2 + 𝑘2𝜆10𝜆0𝑛 = 0, (28)

6𝐴5𝜆
2
0𝜆

2
10𝑛

2 + 𝐴3𝜆
2
10𝑛

2 + 3𝐴4𝜆0𝜆
2
10𝑛

2 + 𝜆210𝑘
2𝑚 − 3𝜂𝜆0𝜆10𝑘2𝑛 = 0, (29)

𝐴 𝜆3 𝑛2 + 4𝐴 𝜆 𝜆3 𝑛2 − 2𝜂𝑘2𝜆2 𝑚 + 2𝜂2𝑘2𝜆 𝜆 𝑛 − 𝜂𝑘2𝜆2 𝑛 = 0, (30)
4 10 5 0 10 10 0 10 10
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𝐴5𝜆
4
10𝑛

2 + 𝜂2𝑘2𝜆210𝑚 + 𝜂2𝑘2𝜆210𝑛 = 0, (31)

6𝐴5𝜆
2
0𝜆

2
01𝑛

2 + 𝐴3𝜆
2
01𝑛

2 + 3𝐴4𝜆0𝜆
2
01𝑛

2 + 𝑘2𝜆201𝑚 = 0, (32)

𝐴5𝜆
2
01𝜆

2
10𝑛

2 = 0, (33)

3𝐴4𝜆10𝜆
2
01𝑛

2 + 12𝐴5𝜆0𝜆10𝜆
2
01𝑛

2 = 0, (34)

𝐴4𝜆
3
01𝑛

2 + 4𝐴5𝜆0𝜆
3
01𝑛

2 − 2𝑘2𝜆0𝜆01𝑛𝜒 = 0, (35)

4𝐴5𝜆
3
01𝜆10𝑛

2 − 2𝑘2𝜆01𝜆10𝑛𝜒 = 0, (36)

4𝐴5𝜆01𝜆
3
0𝑛

2 + 3𝐴4𝜆01𝜆
2
0𝑛

2 + 2𝐴3𝜆01𝜆0𝑛
2 + 𝐴2𝜆01𝑛

2 + 𝑘2𝜆01𝜆0𝑛 = 0, (37)

12𝐴5𝜆
2
0𝜆01𝜆10𝑛

2 + 2𝐴3𝜆01𝜆10𝑛
2 + 6𝐴4𝜆0𝜆01𝜆10𝑛

2 + 2𝜆01𝜆10𝑘2𝑛 = 0, (38)

3𝐴4𝜆01𝜆
2
10𝑛

2 + 12𝐴5𝜆0𝜆01𝜆
2
10𝑛

2 − 3𝜂𝜆01𝜆10𝑘2𝑛 = 0, (39)

4𝐴5𝜆01𝜆
3
10𝑛

2 + 2𝜂2𝑘2𝜆01𝜆10𝑛 = 0, (40)

2𝑘2𝜆01𝜆10𝑛 − 2𝑘2𝜆01𝜆10𝑚 = 0, (41)

2𝜂𝑘2𝜆01𝜆10𝑚 − 2𝜂𝑘2𝜆01𝜆10𝑛 = 0. (42)

This system of equations can be solved by the Maple or Mathematica to get the following results:
Result–1

𝜆0 = −
𝐴4(𝑚 + 𝑛)

2𝐴5(2𝑚 + 𝑛)
, 𝜆01 = ±

√

√

√

√

𝜒(𝑚 + 𝑛)
(

3𝐴2
4𝑚(𝑚 + 𝑛) − 2𝐴3𝐴5(2𝑚 + 𝑛)2

)

2𝐴2
5𝑚(2𝑚 + 𝑛)2

, (43)

𝑘 = ±𝑛

√

√

√

√

3𝐴2
4𝑚(𝑚 + 𝑛) − 2𝐴3𝐴5(2𝑚 + 𝑛)2

2𝐴2
5𝑚(2𝑚 + 𝑛)2

, 𝜆10 = 0,

𝐴1 = −
𝐴2
4(𝑚 − 𝑛)(𝑚 + 𝑛)2

(

5𝐴2
4𝑚(𝑚 + 𝑛) − 4𝐴3𝐴5(2𝑚 + 𝑛)2

)

16𝐴3
5𝑚(2𝑚 + 𝑛)4

,

𝐴2 = −
𝐴4

(

2𝑚2 + 𝑚𝑛 − 𝑛2
) (

𝐴2
4𝑚(𝑚 + 𝑛) − 𝐴3𝐴5(2𝑚 + 𝑛)2

)

2𝐴2
5𝑚(2𝑚 + 𝑛)3

.

Consequently, we obtain the exact solutions of Eqs. (1) and (2) as follows

𝑞(𝑥, 𝑡) =

{

−
𝐴4(𝑚 + 𝑛)

2𝐴5(2𝑚 + 𝑛)
±

√

√

√

√

𝜒(𝑚 + 𝑛)
(

3𝐴2
4𝑚(𝑚 + 𝑛) − 2𝐴3𝐴5(2𝑚 + 𝑛)2

)

2𝐴2
5𝑚(2𝑚 + 𝑛)2

× (44)

4𝑎 exp

[

±𝑛

√

3𝐴2
4𝑚(𝑚+𝑛)−2𝐴3𝐴5(2𝑚+𝑛)2

2𝐴2
5𝑚(2𝑚+𝑛)

2 (𝑥 − 𝑣𝑡)

]

4𝑎2 exp

[

±2𝑛

√

3𝐴2
4𝑚(𝑚+𝑛)−2𝐴3𝐴5(2𝑚+𝑛)2

2𝐴2
5𝑚(2𝑚+𝑛)

2 (𝑥 − 𝑣𝑡)

]

+ 𝜒

}

1
𝑛

𝑒𝑖(−𝜅𝑥+𝜔𝑡+𝜃)

𝑟(𝑥, 𝑡) = 𝛾

{

−
𝐴4(𝑚 + 𝑛)
2𝐴5(2𝑚 + 𝑛)

±

√

√

√

√

𝜒(𝑚 + 𝑛)
(

3𝐴2
4𝑚(𝑚 + 𝑛) − 2𝐴3𝐴5(2𝑚 + 𝑛)2

)

2𝐴2
5𝑚(2𝑚 + 𝑛)2

× (45)

4𝑎 exp

[

±𝑛

√

3𝐴2
4𝑚(𝑚+𝑛)−2𝐴3𝐴5(2𝑚+𝑛)2

2𝐴2
5𝑚(2𝑚+𝑛)

2 (𝑥 − 𝑣𝑡)

]

4𝑎2 exp

[

±2𝑛

√

3𝐴2
4𝑚(𝑚+𝑛)−2𝐴3𝐴5(2𝑚+𝑛)2

2𝐴2𝑚(2𝑚+𝑛)2
(𝑥 − 𝑣𝑡)

]

+ 𝜒

}

1
𝑛

𝑒𝑖(−𝜅𝑥+𝜔𝑡+𝜃)
5
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Setting 𝜒 = ±4𝑎2 in solutions (44) and (45).

Consequently, we have bright soliton and singular soliton solutions

𝑞(𝑥, 𝑡) =

{

−
𝐴4(𝑚 + 𝑛)

2𝐴5(2𝑚 + 𝑛)
±

√

√

√

√

2(𝑚 + 𝑛)
(

3𝐴2
4𝑚(𝑚 + 𝑛) − 2𝐴3𝐴5(2𝑚 + 𝑛)2

)

𝐴2
5𝑚(2𝑚 + 𝑛)2

× (46)

sech
⎡

⎢

⎢

⎣

𝑛

√

√

√

√

3𝐴2
4𝑚(𝑚 + 𝑛) − 2𝐴3𝐴5(2𝑚 + 𝑛)2

2𝐴2
5𝑚(2𝑚 + 𝑛)2

(𝑥 − 𝑣𝑡)
⎤

⎥

⎥

⎦

}

1
𝑛

𝑒𝑖(−𝜅𝑥+𝜔𝑡+𝜃),

𝑟(𝑥, 𝑡) = 𝛾

{

−
𝐴4(𝑚 + 𝑛)

2𝐴5(2𝑚 + 𝑛)
±

√

√

√

√

2(𝑚 + 𝑛)
(

3𝐴2
4𝑚(𝑚 + 𝑛) − 2𝐴3𝐴5(2𝑚 + 𝑛)2

)

𝐴2
5𝑚(2𝑚 + 𝑛)2

× (47)

sech
⎡

⎢

⎢

⎣

𝑛

√

√

√

√

3𝐴2
4𝑚(𝑚 + 𝑛) − 2𝐴3𝐴5(2𝑚 + 𝑛)2

2𝐴2
5𝑚(2𝑚 + 𝑛)2

(𝑥 − 𝑣𝑡)
⎤

⎥

⎥

⎦

}

1
𝑛

𝑒𝑖(−𝜅𝑥+𝜔𝑡+𝜃),

and

𝑞(𝑥, 𝑡) =

{

−
𝐴4(𝑚 + 𝑛)

2𝐴5(2𝑚 + 𝑛)
±

√

√

√

√−
2(𝑚 + 𝑛)

(

3𝐴2
4𝑚(𝑚 + 𝑛) − 2𝐴3𝐴5(2𝑚 + 𝑛)2

)

𝐴2
5𝑚(2𝑚 + 𝑛)2

× (48)

csch
⎡

⎢

⎢

⎣

𝑛

√

√

√

√

3𝐴2
4𝑚(𝑚 + 𝑛) − 2𝐴3𝐴5(2𝑚 + 𝑛)2

2𝐴2
5𝑚(2𝑚 + 𝑛)2

(𝑥 − 𝑣𝑡)
⎤

⎥

⎥

⎦

}

1
𝑛

𝑒𝑖(−𝜅𝑥+𝜔𝑡+𝜃),

𝑟(𝑥, 𝑡) = 𝛾

{

−
𝐴4(𝑚 + 𝑛)

2𝐴5(2𝑚 + 𝑛)
±

√

√

√

√−
2(𝑚 + 𝑛)

(

3𝐴2
4𝑚(𝑚 + 𝑛) − 2𝐴3𝐴5(2𝑚 + 𝑛)2

)

𝐴2
5𝑚(2𝑚 + 𝑛)2

× (49)

csch
⎡

⎢

⎢

⎣

𝑛

√

√

√

√

3𝐴2
4𝑚(𝑚 + 𝑛) − 2𝐴3𝐴5(2𝑚 + 𝑛)2

2𝐴2
5𝑚(2𝑚 + 𝑛)2

(𝑥 − 𝑣𝑡)
⎤

⎥

⎥

⎦

}

1
𝑛

𝑒𝑖(−𝜅𝑥+𝜔𝑡+𝜃).

Provided that

3𝐴2
4𝑚

2(𝑚 + 𝑛) − 2𝐴3𝐴5𝑚(2𝑚 + 𝑛)2 > 0.

Result–2

𝜆0 = −
𝐴4𝐴5𝑚(𝑚 + 𝑛)
2𝐴2

5𝑚(2𝑚 + 𝑛)
−

𝜆10
2𝜂

, 𝜆10 = ∓
𝜂
√

−𝑚(𝑚 + 𝑛)
(

2𝐴3𝐴5(2𝑚 + 𝑛)2 − 3𝐴2
4𝑚(𝑚 + 𝑛)

)

𝐴5𝑚(2𝑚 + 𝑛)
, (50)

𝜆01 = 0, 𝑘 = ±𝑛

√

2𝐴3𝐴5(2𝑚 + 𝑛)2 − 3𝐴2
4𝑚(𝑚 + 𝑛)

𝐴5𝑚(2𝑚 + 𝑛)2
,

𝐴1 =

(

𝑚2 − 𝑛2
) (

𝐴2
4𝑚(𝑚 + 𝑛) − 𝐴3𝐴5(2𝑚 + 𝑛)2

) 2

4𝐴3
5𝑚

2(2𝑚 + 𝑛)4
,

𝐴2 = −
𝐴4

(

2𝑚2 + 𝑚𝑛 − 𝑛2
) (

𝐴2
4𝑚(𝑚 + 𝑛) − 𝐴3𝐴5(2𝑚 + 𝑛)2

)

2𝐴2
5𝑚(2𝑚 + 𝑛)3

.

Consequently, we obtain the exact solutions of Eqs. (1) and (2) as follows

𝑞(𝑥, 𝑡) =

{

−
𝐴4𝐴5𝑚(𝑚 + 𝑛)
2𝐴2

5𝑚(2𝑚 + 𝑛)
−

𝜆10
2𝜂

+
𝜆10

𝑏 exp

[

±𝑛
√

2𝐴3𝐴5(2𝑚+𝑛)2−3𝐴2
4𝑚(𝑚+𝑛)

𝐴5𝑚(2𝑚+𝑛)2
(𝑥 − 𝑣𝑡)

]

+ 𝜂

}
1
𝑛

𝑒𝑖(−𝜅𝑥+𝜔𝑡+𝜃) (51)

𝑟(𝑥, 𝑡) = 𝛾

{

−
𝐴4𝐴5𝑚(𝑚 + 𝑛)
2𝐴2

5𝑚(2𝑚 + 𝑛)
−

𝜆10
2𝜂

+
𝜆10

𝑏 exp

[

±𝑛
√

2𝐴3𝐴5(2𝑚+𝑛)2−3𝐴2
4𝑚(𝑚+𝑛)

𝐴5𝑚(2𝑚+𝑛)2
(𝑥 − 𝑣𝑡)

]

+ 𝜂

}
1
𝑛

𝑒𝑖(−𝜅𝑥+𝜔𝑡+𝜃) (52)

Setting 𝜂 = ±𝑏 in solutions (51) and (52).
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Consequently, we have dark soliton and singular soliton solutions

𝑞(𝑥, 𝑡) =

{

−
𝐴4𝐴5𝑚(𝑚 + 𝑛)
2𝐴2

5𝑚(2𝑚 + 𝑛)
±

√

−𝑚(𝑚 + 𝑛)
(

2𝐴3𝐴5(2𝑚 + 𝑛)2 − 3𝐴2
4𝑚(𝑚 + 𝑛)

)

2𝐴5𝑚(2𝑚 + 𝑛)
× (53)

tanh
⎡

⎢

⎢

⎣

𝑛

√

2𝐴3𝐴5(2𝑚 + 𝑛)2 − 3𝐴2
4𝑚(𝑚 + 𝑛)

4𝐴5𝑚(2𝑚 + 𝑛)2
(𝑥 − 𝑣𝑡)

⎤

⎥

⎥

⎦

}

1
𝑛

𝑒𝑖(−𝜅𝑥+𝜔𝑡+𝜃),

𝑟(𝑥, 𝑡) = 𝛾

{

−
𝐴4𝐴5𝑚(𝑚 + 𝑛)
2𝐴2

5𝑚(2𝑚 + 𝑛)
±

√

−𝑚(𝑚 + 𝑛)
(

2𝐴3𝐴5(2𝑚 + 𝑛)2 − 3𝐴2
4𝑚(𝑚 + 𝑛)

)

2𝐴5𝑚(2𝑚 + 𝑛)
× (54)

tanh
⎡

⎢

⎢

⎣

𝑛

√

2𝐴3𝐴5(2𝑚 + 𝑛)2 − 3𝐴2
4𝑚(𝑚 + 𝑛)

4𝐴5𝑚(2𝑚 + 𝑛)2
(𝑥 − 𝑣𝑡)

⎤

⎥

⎥

⎦

}

1
𝑛

𝑒𝑖(−𝜅𝑥+𝜔𝑡+𝜃),

and

𝑞(𝑥, 𝑡) =

{

−
𝐴4𝐴5𝑚(𝑚 + 𝑛)
2𝐴2

5𝑚(2𝑚 + 𝑛)
±

√

−𝑚(𝑚 + 𝑛)
(

2𝐴3𝐴5(2𝑚 + 𝑛)2 − 3𝐴2
4𝑚(𝑚 + 𝑛)

)

2𝐴5𝑚(2𝑚 + 𝑛)
× (55)

coth
⎡

⎢

⎢

⎣

𝑛

√

2𝐴3𝐴5(2𝑚 + 𝑛)2 − 3𝐴2
4𝑚(𝑚 + 𝑛)

4𝐴5𝑚(2𝑚 + 𝑛)2
(𝑥 − 𝑣𝑡)

⎤

⎥

⎥

⎦

}

1
𝑛

𝑒𝑖(−𝜅𝑥+𝜔𝑡+𝜃),

𝑟(𝑥, 𝑡) = 𝛾

{

−
𝐴4𝐴5𝑚(𝑚 + 𝑛)
2𝐴2

5𝑚(2𝑚 + 𝑛)
±

√

−𝑚(𝑚 + 𝑛)
(

2𝐴3𝐴5(2𝑚 + 𝑛)2 − 3𝐴2
4𝑚(𝑚 + 𝑛)

)

2𝐴5𝑚(2𝑚 + 𝑛)
× (56)

coth
⎡

⎢

⎢

⎣

𝑛

√

2𝐴3𝐴5(2𝑚 + 𝑛)2 − 3𝐴2
4𝑚(𝑚 + 𝑛)

4𝐴5𝑚(2𝑚 + 𝑛)2
(𝑥 − 𝑣𝑡)

⎤

⎥

⎥

⎦

}

1
𝑛

𝑒𝑖(−𝜅𝑥+𝜔𝑡+𝜃).

Provided that

3𝐴2
4𝑚

2(𝑚 + 𝑛) − 2𝐴3𝐴5𝑚(2𝑚 + 𝑛)2 < 0.

. Conclusions

The enhanced Kudryashov’s method is considered in the paper to extract optical solitons for the Biswas–Milovic equation in
agneto-optic waveguide coupled system having Kudryashov’s law of refractive index. Successfully, we have obtained bright, dark 

nd singular soliton solutions with constraint conditions that emerged to guarantee the existence of these solitons. This algorithm
akes full advantage of the well-known Kudryashov’s method and the new Kudryashov’s method. Therefore, it is quite simple, 

comprehensive and effective to obtain optical solitons for other types of equations which will be investigated in our future work.
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An analysis of Harmony Search for solving Sudoku puzzles

Keywords: 
Sudoku puzzle 
Harmony search 
Metaheuristics 
Local search 

A B S T R A C T

The Harmony Search metaheuristic has been used to solve many different optimization problems. Several papers 
examined its effectiveness for solving Sudoku puzzles. Another paper claims that it is ineffective for solving 
Sudoku puzzles and further that the method itself lacks novelty compared to other evolutionary algorithms. Our 
paper analyzes the search process in harmony search when applied to a specific Sudoku puzzle examined in 
earlier research. The basic harmony search procedure is re-implemented and tested to evaluate its performance 
and verify its applicability to the specific example. We found that the while the criticisms of the method for this 
problem are valid, that the performance can be improved with a rather simple modification. First, we propose a 
new objective function for the search procedure. This proposed objective function facilitates the search method 
to find a proper solution. Second, the modified version of the harmony search, where harmony search is com-
bined with local search is introduced and analyzed for its contribution of ‘improvisation’ in harmony search 
procedure by comparing the performance of local search and the modified search. For a specific problem, the 
modified version of harmony search generates a unique solution with new objective function in favorable time. 
Then extended experiments were performed for various Sudoku problems. We find that while the modified 
search procedure produces solutions more quickly, that it suffers the same issue that the original method has in 
that it sometimes fails to find a feasible solution.   

1. Introduction

In recent years, a tremendous amount of research has been con-
ducted related to the application of metaheuristics to combinatorial 
optimization problems. While some of these efforts have gained recog-
nition and respect, others face criticism due to unpredictable perfor-
mance and lack of theoretical foundations. The Harmony Search (HS) 
algorithm based on jazz music was proposed by Geem [9]. Since its 
introduction, HS has been applied to problems in areas such as sched-
uling optimization [6], reliability problem [27] and facility layout 
design [11] because of its simple structure and easiness to be applied. HS 
is even capable of derivative for discrete variables [7] and the result can 
be independent from parameter setting [10]. However, Weyland [25] 
raised the issue of its novelty, and also its limitations, and Weyland [26] 
presented criticism of its application to Sudoku, which was proposed in 
Geem [8]. The result provided in Geem [8] could not be verified by 
Weyland [26] and the question about the applicability of the HS algo-
rithm came to the front. Our study is focused on the analysis of HS for its 
usability as a Sudoku solver, the introduction of a modified search 

method, and a comparison between the original search method and our 
modified one. Note that we are not addressing the arguments sur-
rounding the novelty of Harmony search that were mentioned in Wey-
land [25] and then rebutted several times, for example in Kim [12] and 
Saka et al. [20]. We are simply demonstrating that some simple im-
provements can improve the performance of the method on Sudoku 
problems. 

A Sudoku puzzle assigns a single-digit number between 1 through 9 
to each location in a 9 × 9 matrix. A number must not be repeated in 
each row, column, and within each of the nine 3 × 3 blocks. As shown 
in Fig. 1, each puzzle has some cells that have already been filled with 
numbers. This puzzle, which is well known for its addictive nature [13], 
has been further popularized by the many versions which have been 
developed and released as mobile applications. The level of difficulty of 
a Sudoku puzzle depends not only on the number of pre-filled cells but 
also on the techniques required to find the proper values for each cell 
[19]. An empty Sudoku grid has 6.67 × 1021 possible combinations [5, 
19], but the pre-filled cells serve as constraints and reduce the number of 
possible combinations. 
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In recent years, many research efforts involving Suduku have applied 
evolutionary search algorithms such as genetic algorithms [14], particle 
swarm optimization [17], artificial bee colony algorithms [18]. A 
detailed discussion of meta-heuristic approaches can be found in Lewis 
[13] and Mishra et al. [15]. In Mishra et al. [15], more than 10
meta-heuristics were introduced and analyzed on their performance on 
Sudoku, but the HS was not included in this discussion. As previously 
mentioned, our paper analyzes the performance of HS and its applica-
bility to Sudoku and it is not intended to support or contradict the 
previous research presented in Weyland [26] or Geem [8]. Heuristics 
that are designed specifically for Sudoku puzzles and have excellent 
solution times were introduced in Coelho and Laporte [3]. Thus, 
comparing the performance of HS to other heuristics that are specifically 
designed-to-solve Sudoku puzzles would not be a new contribution. Our 
study is mainly interested in exploring the performance of HS and in 
proposing a modification which will improve it for these puzzles. We 
propose the HS algorithm with some modification, embedding local 

search to solve Sudoku puzzle. Furthermore, we analyze the effect of 
harmony search procedure by comparing its result to the variant con-
taining the local search. 

In the following section, we explored the mathematical form of 
Sudoku prior to discussing the harmony search. Section 3 describes a 
basic harmony search used in Geem [8], and we propose a possible 
objective function to solve Sudoku more accurately. An extended form of 
HS algorithm is introduced and detailed in this section. Section 4 pre-
sents a comparison of results of previous research to this study. Addi-
tional analysis for the proposed algorithm and further applications of the 
proposed algorithm are presented. Finally, we draw our conclusion in 
Section 5. 

2. Sudoku problem formulation

The Sudoku puzzle found in Fig. 1 can be modeled as a linear pro-
gram [2]. Specifically, it can be modeled as a binary integer program 
(BIP) for general n × n puzzles. The decision variables are defined as 
follows: 

xk
ij= {

1, if element (i, j) of the n × n matrix contains the integer k
0, otherwise 

This problem is a special case of a linear program because it only 
considers the constraints and can be modeled as a constraint program [1, 
2]. Thus, the objective function is just set to zero as in Eq. (1) and the 
constraints are set to work for its satisfiability. 

Min0 (1)  

s.t.
∑9

i=1
xk

ij = 1, j = 1..9, k = 1, ..…, 9 (2)  

∑9

j=1
xk

ij = 1, i = 1..9, k = 1, ..…, 9 (3)  

∑3q

j=3q− 2

∑3p

i=3p− 2
xk

ij = 1, p = 1..3, q = 1..3, k = 1, ..…, 9 (4) 

Fig. 1. Example of Sudoku Puzzle [8].  

Fig. 2. Procedure of Harmony Search.  

Fig. 3. HM construction process.  

Fig. 4. re-adjustment procedure.  
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Fig. 5. Example of two-way exchange in a 2-opt algorithm.  

Table 1 
the result of the experiments.  

HMS HMCR PAR Runs finding the unique solution in Iterations to obtain the optimal solution 
104 iterations in Weyland [26] and 
this study  

106 iterations in Weyland [26] and 
this study  

in Geem  
[8] 

by HS with Re- 
adjustment 

by HS with embedded local search 
(HS2E) 

1 0.5 0.01 0 0 66 395167 (0.05) 2 
0.1 0 0 337 655541 (0.1) 15 
0.5 0 0 422 n/a (0) 14 

0.7 0.01 0 0 287 3978 (0.35) 1 
0.1 0 0 3413 297840 (0.15) 7 
0.5 0 0 56 n/a (0) 3 

0.9 0.01 0 0 260 828969 (0.05) 136 
0.1 0 0 n/a 90892 (0.1) 61 
0.5 0 0 1003 88848 (0.25) 19 

2 0.5 0.01 0 0 31 180210 (0.05) 12 
0.1 0 0 94 502616 (0.1) 12 
0.5 0 0 175 n/a (0) 14 

0.7 0.01 0 0 102 15930 (0.3) 2 
0.1 0 0 77 364327 (0.1) 16 
0.5 0 0 99 n/a (0) 11 

0.9 0.01 0 0 n/a 203425 (0.15) 11 
0.1 0 0 n/a 54147 (0.2) 19 
0.5 0 0 1325 126627 (0.15) 3 

10 0.5 0.01 0 0 49 450860 (0.35) 25 
0.1 0 0 280 825597 (0.05) 7 
0.5 0 0 188 n/a (0) 18 

0.7 0.01 0 0 56 546484 (0.05) 2 
0.1 0 0 146 33106 (0.15) 11 
0.5 0 0 259 n/a (0) 33 

0.9 0.01 0 0 180 8199 (0.15) 4 
0.1 0 0 217 1798 (0.25) 7 
0.5 0 0 350 198292 (0.15) 10 

50 0.5 0.01 0 0 147 n/a (0) 2 
0.1 0 0 372 n/a (0) 2 
0.5 0 0 649 n/a (0) 7 

0.7 0.01 0 0 165 55735 (0.05) 5 
0.1 0 0 285 133542 (0.1) 23 
0.5 0 0 453 n/a (0) 19 

0.9 0.01 0 0 87 n/a (0) 2 
0.1 0 0 329 10781 (0.05) 26 
0.5 0 0 352 638784 (0.15) 30  

Fig. 6. The example of solutions that generate the optimal objective value of 0 in Eq. (12).  
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∑9

k=1
xk

ij = 1, i = 1..9, j = 1, ..…, 9 (5)  

xk
ij = 1, ∀(i, j, k) ∈ G (6)  

xk
ij ∈ {0, 1}, ∀i, j (7) 

Eq. (2) through Eq. (4) indicates that the single number should be 
assigned to each row, column, and block, where m indicates the 
dimension of submatrix. Eq. (5) ensures that every cell must have a 
number. The given number is set to 1 at Eq. (6) where G indicates the set 
of cell location and the number specifically given at that cell. Eq. (7) 
restricts the variable uses to only binary. 

This constraint program can be formulated another way as follows: 

Min

⃒
⃒
⃒
⃒
⃒

∑9

i=1
xk

ij − 1

⃒
⃒
⃒
⃒
⃒
+

⃒
⃒
⃒
⃒
⃒

∑9

j=1
xk

ij − 1

⃒
⃒
⃒
⃒
⃒
+

⃒
⃒
⃒
⃒
⃒

∑3q

j=3q− 2

∑3p

i=3p− 2
xk

ij − 1

⃒
⃒
⃒
⃒
⃒

(8)  

s.t. i = 1,…, 9, j = 1,…, 9, k = 1,…, 9, p = 1,…, 3, q = 1,…, 3
∑9

k=1
xk

ij = 1, i = 1,…, 9, j = 1,…, 9
(9)  

xk
ij = 1, ∀(i, j, k) ∈ G (10)  

xk
ij ∈ {0, 1}, ∀i, j (11) 

Due to differences in objective function, the method of construction 
in harmony search could not be compared with that of a search pro-
cedure. However, we were able to compare the unique solution and the 
solving time of a specific Sudoku problem in the two algorithms. The 
formulation was coded and executed using CPLEX 12.6 on an Intel Core 
i5 CPU, 8G memory computer, which generated the optimal solution 
within 0.01 second for the example problem given in Geem [8]. Addi-
tional tests using extended examples (Section 4.3) were examined 
through the CPLEX application. The additional tests generated the 
optimal solutions within 0.02 s for even the hardest problem. Thus, 
rating the performance of each algorithm in terms of solving time was 
ineffective. Instead, the search procedure itself is tested for its 
effectiveness. 

3. Harmony Search

Harmony Search’s approach is inspired by the improvisation process
used by jazz musicians. There are three phases of this approach: 
initialization, improvisation, and memory updates. The harmony 
memory size (HMS) is defined as the number of solution vectors called 
harmony memory (HM). The HMS, harmony memory consideration rate 
(HMCR) and pitch adjustment rate (PAR) should be determined at the 
initialization phase. Two parameters, HMCR and PAR, are used for 
constructing a solution for the next generation in improvisation phase 
with the use of random selection for a new HM. After generating new 
HM, the new group of HM is updated based on its solution quality; if a 
newly generated HM is better than the HM in the previous group, then 
the new HM is included to a new generation of HM where the worst 
value is removed. Fig. 2 illustrates the procedure of HM. 

3.1. Basic HS Model for Sudoku 

As it was mentioned, Sudoku is solved by filling in the cells with 
numbers 1 through 9 while abiding to the ‘single number’ rule [2] in the 
matrix. Thus, the objective function of BIP is not the focus of the prob-
lem—the constraints are. However, one of the characteristics of 

Fig. 7. Main effects plot for the number of iterations.  

Fig. 8. Interaction effects plots for the number of iterations.  

Fig. 9. Response optimization.  

Table 2 
The comparison of HS2E and 2-opt algorithm.    

Number of iterations Time to Solve (in s)  
Min Median Mean Max Min Median Mean Max 

HS2E 1 39.5 54.2 384 0.07 0.75 0.91 4.95 
2-opt 20 379.5 584.1 3442 0.48 9.33 14.22 83.53  

Table 3 
Number of iterations needed to solve the Sudoku puzzle using HS2E.   

Easy 
(36) 

Medium 
(29) 

Hard 
(23) 

SD1 
(24) 

SD2 
(23) 

SD3(22) 

Min 
(run time) 

24  
(0.6s) 

196  
(6.8s) 

9765  
(354s) 

16626 
(891s) 

26450 
(1523s) 

20708 
(1098s) 

Median 882 22645 256780 46365 191397 216998.5 
Probability 

of Success 
100% 77% 63% 87% 67% 80%  
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Minimize Z =
∑9

i=1

⃒
⃒
⃒
⃒
⃒

∑9

j=1
xij − 45

⃒
⃒
⃒
⃒
⃒
+
∑9

j=1

⃒
⃒
⃒
⃒
⃒

∑9

i=1
xij − 45

⃒
⃒
⃒
⃒
⃒
+
∑9

r=1

⃒
⃒
⃒
⃒
⃒

∑9

(s,t)∈Br

xst − 45

⃒
⃒
⃒
⃒
⃒

(12)  

where xij = cell at row i and column j, and Br = set of coordinates for 
block r. The characteristic of the Sudoku matrix requires that sum of 
each row, column, and block should be 45. Therefore, the given objec-
tive function should be zero when the allocation of single number sat-
isfies its constraints. It has been mentioned that the given objective 
function does not guarantee that the numbers 1 through 9 are shown 
exactly once in a row, column, and block [8]. However, there is no 
specific method introduced to avoid this violation in Geem [8], and it is 
expected that the iteration itself would drive the process to generate the 
intended solutions. The violation of constraints with zero objective 
function value (OFV) has been reported in Weyland [26]. Therefore, we 
propose a modified objective function as follows. 

Minimize Z =
∑9

i=1

(
∑9

j=1
xij − 45

)2

+
∑9

j=1

(
∑9

i=1
xij − 45

)2

+
∑9

r=1

(
∑9

(s,t)∈Br

xst − 45

)2

+
∑9

i=1

(
∑9

j=1
Sij − 60

)2

+
∑9

j=1

(
∑9

i=1
Sij − 60

)2 

+
∑9

r=1

(
∑9

(s,t)∈Br

Sst − 60

)2

(13)  

where Sij = (xij − x)2 and x = 5, which are the deviation and mean value 
of 1 through 9, respectively. The summation of the deviation for each 
row is expected to be 60 if the number 1 through 9 are evenly distrib-
uted. The use of a square instead of an absolute sign places increased 
emphasis on the non-negativity condition. Furthermore, the term 
including Sij, a deviation, ensures that numbers 1 through 9 appears only 
once in a row, column, and block. 

For HS to solve Sudoku in this study, the process follows exactly as 
indicated in Weyland [26] and Geem [8]. The whole process is sum-
marized in Fig. 2. The solution was generated randomly in accordance 
with the HMS. New solutions are continuously generated until the 
maximum number of iterations is met. Each new solution is modified 
using one of the three methods: memory consideration, pitch adjust-
ment, and random selection. In each step, memory consideration is used 
to choose a value from one of the existing HM with the probability of 
HMCR and the random selection was used to choose a value from 1 
through 9 in uniformly random with the probability of 1-HMCR. This 
means that every number in each cell in Sudoku matrix is assigned by 
either memory consideration or random selection. An additional method 
with the probability of PAR, called pitch adjustment, is applied to the 
one already assigned by memory consideration. According to Geem [8], 
the pitch adjustment adds or subtracts 1 from the originally assigned 
number with a chance of 1/2 except when the number 1 and 9 has a 
lower and upper limit. The HM constriction process is presented in 
Fig. 3. 

3.2. Modification: re-adjustment 

The HS in Geem [8] does not explicitly consider avoiding duplication 
of each number in each row, column, and block. However, many 

heuristic approaches adopt certain methods to avoid such duplication. 
In Pacurib et al. [18], a penalty function is used to avoid duplication, 
and many other researchers have used a blocking mechanism in methods 
[14, 16, 22, 23]. The objective function we present in Eq. (9) is much 
tighter and therefore encourages solutions without any duplication in 
each row, column, and bock, but it does not require these solutions. 
Therefore, at the final stage of each iteration, a number that appeared 
more than once in each row is replaced with another number that is not 
present in the current row. 

Fig. 4 shows the process of re-adjustment in the final stage of each 
iteration. Since number 3 appears twice in (a), the first 3 is replaced with 
a 4 as shown in (b). 4 is an acceptable substitute because it was not 
present in the row before substitution. If the second cell in (a) is a given 
number that cannot be replaced, then the second 3 is replaced with a 4. 
In the case in which there are more than three identical numbers in a 
row, the substitution process is the same as explained in Fig. 4 except 
there are additional numbers for substitution. The process finds the 
position for replacement from left to right. Once the process finds the 
specific position for the number to replace, a randomly generated 
number which has not been shown in a row are chosen for the sub-
station. Once done, the next position requiring a substitute is found. It 
proceeds until all the numbers, 1 to 9, are shown a row. This process 
increases the chances of finding a solution. 

3.3. Modification: embedding local search 

The performance of local search is in general not as effective as well 
developed metaheuristics, but it can be embedded into a heuristic to 
improve the search process of the original method. The 2-opt algorithm 
is an improvement technique used for a variety of combinatorial prob-
lems, and it can be easily adapted due to its simplicity and easy imple-
mentation. The algorithm was first introduced by Croes [4] to solve a 
traveling salesmen problem, and it has been adapted to many other 
combinatorial problems since then. To apply the procedure to Sudoku, a 
single two-way exchange is performed in each row. This is because the 
final HM of each iteration has a feasible arrangement of numbers in each 
row after the re-adjustment procedure, and the feasibility of each col-
umn is not considered at this stage. However, the number exchange in 
each row forces the algorithm to search for the best objective function 
possible by placing each cell’s ‘single number’ in each column as well as 
each block. Shown below is a 2-opt algorithm adapted for this study. 
Fig. 5 presents an example of number exchange in the beginning of an 
algorithm. 

Step 1. Let C be the initial solution provided by the HM with re- 
adjustment and z its OFV. Set C∗ = c, Z∗ = z, i = 1, j = i+ 1, nr =

1, and i, j ∕∈ G, where G is set of fixed cell as in Eq. (6) 
Step 2. Exchange the numbers in cell i and j in the solution C. If the 
result of this exchange, C′ , improve the OFV, z′

< z∗, then set z∗ = z′

and C∗ = C′ . If j < gnr, where gnr is max number in Gc in each row, 
then j = j+ 1; otherwise i = i + 1 and j = i+ 1. If i < gnr then repeat 
step 2; otherwise set nr = nr+ 1. If nr ≤ 9, then repeat step 2; 
otherwise go to step 3. 
Step 3. If C ∕= C∗, set C = C∗, z = z∗, i = 1, j = i+ 1, nr = 1 and go to 
step 2. Otherwise, stop the process and return C∗ as the best solution. 

4. Experimental results

As mentioned in Weyland [26], the issue of the objective function
and the result in Geem [8] demonstrates the need to repeat the experi-
ments before pursuing further analysis for the extendibility of HS. 
Table 1 shows the result of the problem instance used throughout this 
study. To compare the specific value, we use the result of HS run in 
Weyland [26] and Geem [8]. This study verifies that the classic (or 
original) HS could not find a unique solution for Sudoku puzzle within 

improvement type heuristics such as HS is that they have a guided 
approach to a given problem. In other words, the algorithm decides 
whether to adapt the new solution or to keep the previous solution in 
each iteration depending on the resulting value. Thus, setting the 
objective function would be very important to develop a proper 
solution procedure. Mishra et al. [15] introduced various objective 
functions used to solve Sudoku using evolutionary metaheuristics. In 
Geem [8], the objective function is based on the sum of each row, 
column, and block as follows: 
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Table 2 summarizes the result of these two algorithms. 
As shown in Table 2, the proposed HS2E is superior to 2-opt algo-

rithm because HS2E requires fewer iterations and less solution time than 
the 2-opt algorithm. We noticed that the median value of the number of 
iterations for HS2E is very close to the one generated by a response 
optimizer (y = 37.3). Overall performance indicates that the application 
of HS as a Sudoku solver is effective for this specific problem when 
combined with the local search, 2-opt. We expect that statistical analysis 
would provide the same result. 

4.3. Additional experiments 

As mentioned in Section 1, the level of difficulty of a Sudoku puzzle 
depends on the numbers that are given to the grid in the theoretical 
count. The example problem in Weyland [26] and Geem [8] has 40 
given numbers. The Sudoku puzzles with more than 30 given numbers 
fall into the ‘easy’ categories based on the example used in Mantere and 
Koljonen [14], Pacurib et al. [18], Sato and Inoue [22], and Wang et al. 
[24]. Thus, we performed additional experiments to test the method’s 
applicability in Sudoku puzzles of varying difficulty. Three instances 
used in Pacurib et al. [18] were tested for HS2E: easy, medium, and 
hard. Additional instances in Sato et al. [21] were used for extremely 
difficult cases: SD1, SD2, and SD3. Table 3 shows the result of the 
experiment for these six instances. The numbers in parenthesis indicate 
the number of givens in Sudoku grid. The experiment was repeated 30 
times for each problem within 106 iterations. 

The average iterations are not significant in this experiment because 
some trials did not find an optimal solution within 106 iterations and 
because we do not have information regarding how far the iterations 
might proceed. However, the median can be calculated since the ma-
jority of trials reached the solution. Through these experiments, it can be 
inferred that when fewer numbers are given to a Sudoku grid, HS needs 
more iterations to find a unique solution. This is expected since the given 
number in Sudoku grid is related to the number of combinations the 
Sudoku puzzle can have. However, the probability of success is not 
directly related to the number of givens in Sudoku. The method gener-
ated a solution for SD2, named ‘Al Escargot’ known as the one of the 
hardest Sudoku puzzles, with 67% of probability of success, which is less 
than that of SD3. A medium difficulty problem with 29 givens had lower 
probability of success than that of SD1 with only 24 givens. The data 
structure inside of a Sudoku grid could affect the chance of finding a 
solution. We observed that it takes around 8 h to have 106 iterations for 
the medium and hard problems and around 12 h for the very difficult 
SD1 through SD3. 

5. Conclusion and discussion

In this paper, we analyzed the effectiveness of basic harmony search
for solving Sudoku puzzles. The effectiveness of harmony search in 
Sudoku has been a subject of debate. In this research, the contribution of 
the harmony search was evaluated and the effect of harmony memory 
construction to local search algorithm was shown by comparing the 
results of harmony search with that of the local search with a randomly 
generated initial solution. The improvised procedure in harmony search 
facilitated the local search to find the optimal solution with a proposed 
objective function, which was much more specific to the optimality 
condition. 

Even though HS2E was proposed to explore the HS effect as a search 
procedure to a specific given problem, the HS2E was applied to solve 
general Sudoku instances other than the one given in the previous 
research. The experimental result showed that HS2E generated the 
optimal solution satisfactorily and it is capable of solving extremely 
difficult problems. However, its probability of success for medium to 
extremely hard problem is not 100%. Thus, identifying other search 
methods to embed which will increase the probability of success on 

106 iterations, the number cited in Weyland [26]. Hence, it is logical 
that the original HS could not find a unique solution within 104 times 
of iterations, the maximum number of iterations cited in Geem [8]. 
Each set of parameters were tested 20 times for a total of 720 runs. The 
HS with an objective function in Eq. (12) generates an optimal 
solution, which is not a feasible solution as shown in Fig. 6. The 
number place-ments that violate the single number rule are 
highlighted. 

The proposed objective function, Eq. (13), was used for the rest of the 
experiments and the classic HS did not generate a unique solution in the 
given number of iterations. However, as mentioned before, it was re-
ported that HS has been successfully applied to other type of optimiza-
tion problems and that there are many hybridized HS methods that are 
capable of generating favorable solutions for a certain problem. There-
fore, we modified the procedure as explained in 3.2; the re-adjustment 
process was added to make each row feasible at the final stage of HM 
in each iteration. The result of the modification is shown on the second 
and third column in the right side of Table 1. The value in parenthesis 
indicates the probability of finding the solution. As shown in the table, 
the modification seems to be unsuccessful. Many iterations are necessary 
to increase the probability of finding the optimal solution. However, the 
re-adjustment modification would be embedded in the beginning of the 
local search 2-opt because this two-way exchange algorithm requires a 
feasible configuration to improve its performance. After adapting the 2- 
opt to HS, the result is dramatic as shown in the last column of Table 1. 
The number indicates the minimum number of iterations to find the 
optimal solution among the 20 trials in each parameter set. 

Through this experiment, it was verified that the HS with embedded 
2-opt — which we refer to as HS2E — generated favorable results for the
specific Sudoku problem. However, it was uncertain whether the 2-opt
algorithm was capable of replicating HS2E’s performance by itself. This
uncertainty questioned the contribution of HS in HS2E. To verify the 
contribution of ‘HS’ in HS2E, a randomly generated initial solution was
given to a 2-opt procedure instead of HM in HS2E, and the random so-
lution was compared to the improvised solution in HS. For this evalua-
tion, the parameters were set for HS2E and the test for parameter 
selection was done.

4.1. Parameter Selection 

To select the parameter set, a general full factorial analysis with 
three factors, multiple levels, and 20 replications generated to provide 
for Table 1 was conducted. Since there is no dependable OFV for each 
factor, the number of iterations to find zero OFV serves as the response 
for this analysis. It was concluded that each of the factors and their 
interaction—HMS, HMCR, and PAR—are influential to determine the 
number of iterations necessary. 

The main effects graphed in Fig. 7 indicates that the parameter set 
would be the most effective with (HMS, HMCR, PAR) = (10, 0.7, 0.5). 
However, the interaction effect does not provide a clear distinction of 
each parameter as shown in Fig. 8, with the exception of a few sets that 
must not be combined as a parameter: HMS = 1, HMCR = 0.9, and 
PAR=0.01. Finally, the tool named ‘Response Optimizer’, provided in 
Minitab® and used as a parameter tuning tool, was used to select the 
best combination of parameters to minimize the number of iterations 
needed to find the optimal solution; the tool provided the parameter set 
(HMS, HMCR, PAR) =(10, 0.7, 0.01) as shown in Fig. 9. 

The number of iterations is expected to be 37.3 with use of ‘the 
parameter set’. d = 0.9977 indicates that the setting is well fit to overall 
response (d = 1 represents ideal case). 

4.2. HS2E vs. 2-opt algorithm 

With a given parameter set, additional 50 runs were tested. The 
procedure for HS2E and 2-opt algorithm were implemented in C++, and 
executed on an Intel Core i5 class computer with 8GB of memory. 
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Analysis of French phonetic idiosyncrasies for accent recognition

Keywords:
Accent recognition
French accent classification

A B S T R A C T

Speech recognition systems have made tremendous progress since the last few decades. They have developed
significantly in identifying the speech of the speaker. However, there is a scope of improvement in speech
recognition systems in identifying the nuances and accents of a speaker. It is known that any specific
natural language may possess at least one accent. Despite the identical word phonemic composition, if it is
pronounced in different accents, we will have sound waves, which are different from each other. Differences
in pronunciation, in accent and intonation of speech in general, create one of the most common problems
of speech recognition. If there are a lot of accents in language we should create the acoustic model for each
separately. We carry out a systematic analysis of the problem in the accurate classification of accents. We
use traditional machine learning techniques and convolutional neural networks, and show that the classical
techniques are not sufficiently efficient to solve this problem. Using spectrograms of speech signals, we propose
a multi-class classification framework for accent recognition. In this paper, we focus our attention on the French
accent. We also identify its limitation by understanding the impact of French idiosyncrasies on its spectrograms.

akhi Jha, Department of Computer Scinece Engineering , NM Institute of Engineering & Technology, Bhubaneswar, rakhijha91@yahoo.co.in
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1. Introduction

Accent recognition is one of the most important topics in automatic
speaker and speaker-independent speech recognition (SI-ASR) systems
in recent years. The growth of voice-controlled technologies has becom-
ing part of our daily life, nevertheless variability in speech makes these
spoken language technologies relatively difficult. One of the profound
variability in a speech signal is the accent. Different models could
be developed to handle SI-ASR by accurately classifying the various
accent types [1]. Such a successful accent recognition module can
be integrated into a natural language processor, leading to its wide
ranging impact in finance [2], medical science [3], and sustainable
environment [4].

Dialect/accent refers to the different ways of pronouncing/speaking
language within a community. Some illustrative examples could

e American English versus British English speakers or the Spanish
peakers in Spain versus Caribbean. During the past few years, there
ave been significant attempt to automatically recognize the dialect or
ccent of a speaker given his or her speech utterance. Recognition of
ialects or accents of speakers prior to automatic speech recognition
ASR) helps in improving performance of the ASR systems by adapting
he ASR acoustic and/or language models appropriately. Moreover, in
pplications such as smart assistants as the ones used in smartphones,

by recognizing the accent of the caller and then connecting the caller
to agent with similar dialect or accent will produce more user-friendly
environment for the users of the application.

Most of the existing techniques do not possess good accuracy in
identifying the various accents. One of the reasons we are having
trouble to have a good accuracy in the accent recognition problem is
the lack of knowledge we have of English syllabic structure. In order
to approximate English phonology, we have to understand the native
language similarities of articulation, intonation, and rhythm. In the
past, the research has focused on phone inventories and sequences,
acoustic realizations, and intonation patterns. Therefore, it is important
to study the English syllable structure. The main problem behind word
recognition is the understanding of the syllable. It usually consists of
an obligatory vowel with optional initial and final consonants. One
familiar way of subdividing a syllable is into onset and rhyme. All
syllables in all languages phonetically at least consist of onset and
rhyme. However, these categories alone do not indicate where the
syllable is placed within the word. In order to capture foreign accents
in English, we want to highlight those constituents of the syllable that
are most likely to prove difficult for speakers of languages in which
they are not contained [5].
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In this paper, we focus on the specifications of the French language.
e are interested in identifying the idiosyncrasies [6] of French people

hat lead a model into predicting the wrong accent.

.1. Related work

Berkling et al. [5] discussed the tonal and non-tonal languages and
their treatment in speech recognition systems. In Kardava et al. [7],
hey have developed an approach to solve the above mentioned prob-
ems and create more effective, improved speech recognition system of
eorgian language and of languages, that are similar to Georgian lan-

guage. Katarina et al. proposed [8], an automatic method of detection
of the degree of foreign accent and the results are compared with accent
abeling carried out by an expert phonetician. In [9], they give a new
pproach for modeling allophones in a speech recognition system based
n hidden Markov models.

In [10], they studied mutual influences between native and non-
ative vowel production during learning, i.e., before and after short-
erm visual articulatory feedback training with non-native sounds. To
btain a speaker’s pronunciation characteristics, [11] gave a method
ased on an idea from bionics, which uses spectrogram statistics to

achieve a characteristic spectrogram to give a stable representation of
the speaker’s pronunciation from a linear superposition of short-time
spectrograms. Hossari et al. in [12] used a two-stage cascading model
sing Facebook’s fastTex implementation [13] to learn the word em-
eddings. Davies et al. presented advanced computer vision methods,

emphasizing machine and deep learning techniques that have emerged
uring the past 5–10 years [14]. The book provides clear explanations
f principles and algorithms supported with applications. In [15], Farris

present the Gini index and several measures of integrity.

1.2. Contributions of the paper

The main contributions of this paper1 can be summarized as follows:

• Highlighting the problem of the limit in the context of the study
of accent recognition. In this paper, we will show there exists a
‘‘natural’’ limit of the accuracy when it comes to accent classifica-
tion. The main aim of this work will be to address that limit and
give a solution to that problem.

• Highlighting French idiosyncrasies restricting the accuracy values
of deep learning models. In this paper, we focused our work on
the French speakers. We decided to study the language habits
of French speakers that could explain the decrease in precision.
Indeed, the English language is an Indo-European Germanic lan-
guage while the French is a Latin language, which means that
their structure is very different. Thus, we will find strongly similar
words between the two languages, but the way of pronouncing
them will often vary a lot. Thus, the study of these Latin habits is
particularly interesting in the context of our work: understanding
which aspects of the French language reduce the effectiveness of
our models will allow us to better recognize a French accent later
on.

• Highlighting the incidence of these idiosyncrasies in the spec-
trograms, and therefore the models in question. Once we have
isolated more clearly the responsible French idiosyncrasies, we
determine their real impact on the models used (CNN in our case)
by the precise study of spectrograms of vocal samples used. In
this case, we will compare different spectrograms for the same
sentence and determine the differences between a ‘‘French’’ and
‘‘English’’ spectrogram, for a specific idiosyncrasy.
International Conference on Recent Trends
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Table 1
Highlighting of French main mispronunciations of the English language.

Usual English pronunciations and French pronunciation

short A, as in fat
French Accent : pronounced ‘‘ah’’ as in father

long A followed by a consonant, as in gate
French Accent : pronounced like the short e in get

ER at the end of a word, as in water
French Accent : pronounced air

short I, as in sip
French Accent : pronounced ‘‘ee’’ as in seep

long I, as in kite
French Accent : elongated and almost turned into two syllables: [ka it]

short O, as in cot
French Accent : pronounced either ‘‘uh’’ as in cut, or ‘‘oh’’ as in coat

U in words like full
French Accent : pronounced ‘‘oo’’ as in fool

The rest of the paper is structured as follows. Section 2 discusses
he data and the methods we used in our preliminary study (dataset
nd neural networks) and Section 3 discusses results we obtained with

these methods. In Sections 4 and 5, we analyzed the French speakers id-
iosyncrasies and their consequences on spectrograms. Finally, Section 6
concludes the work and discusses our future works.

2. A primer on French speakers idiosyncrasies

In this section, we provide a primer to the readers on the various
types of speech idiosyncrasies exhibited by French speakers.

2.1. French-infused vowels

Nearly every English vowel is affected by the French accent [10].
French has no diphthongs, so vowels are always shorter than their
English counterparts. The long A, O, and U sounds in English, as in say,
so, and Sue, are pronounced by French speakers like their similar but
un-diphthonged French equivalents, as in the French words sais, seau,
and sou. For example, English speakers pronounce say as [seI], with
a diphthong made up of a long ‘‘a’’ sound followed by a sort of ‘‘y’’
sound. But French speakers will say [se] - no diphthong, no ‘‘y’’ sound.
English vowel sounds which do not have close French equivalents are
systematically replaced by other sounds, as it is showed in Table 1.

2.2. Dropped vowels, syllabification, and word stress

French people pronounce all schwas (unstressed vowels). Native
English speakers tend toward ‘‘r’mind’r’’, but French speakers say ‘‘ree-
ma-een-dair’’. They will pronounce amazes ‘‘ah-may-zez’’, with the final
e fully stressed, unlike native speakers who will gloss over it: ‘‘amaz’s’’.
And the French often emphasize the -ed at the end of a verb, even if
that means adding a syllable: amazed becomes ‘‘ah-may-zed’’.

Short words that native English speakers tend to skim over or
swallow will always be carefully pronounced by French speakers. The
latter will say ‘‘peanoot boo-tair and jelly’’, whereas native English
speakers opt for pean’t butt’r ‘n’ jelly.

Because French has no word stress (all syllables are pronounced
with the same emphasis), French speakers have a hard time with
stressed syllables in English, and will usually pronounce everything at
the same stress, like actually, which becomes ‘‘ahk chew ah lee’’. Or
they might stress the last syllable — particularly in words with more

than two: computer is often said ‘‘com-pu-TAIR’’.

 in IOT and Its Application (RTIA-18) 
ineering, AIET Bhubaneswar. 22 Nov. - 24 Nov 2018



2.3. French-accented consonants

 
 

u  
 
 
 
 

s  
H

 
b

(

3

3

s
t

d
i
E

b
k
t
c
t
2

T
A
b

f
t

Analysis of French Phonetic... R. Jha et al.
25
H is always silent in French, so the French will pronounce happy
as ‘‘appy’’. Once in a while, they might make a particular effort,
sually resulting in an overly forceful H sound — even with words

like hour and honest, in which the H is silent in English. J is likely
to be pronounced ‘‘zh’’ like the G in massage. R will be pronounced
either as in French or as a tricky sound somewhere between W and L.
Interestingly, if a word starting with a vowel has an R in the middle,
ome French speakers will mistakenly add an (overly forceful) English
 in front of it. For example, arm might be pronounced ‘‘hahrm’’.

TH’s pronunciation will vary, depending on how it is supposed to
e pronounced in English:

• voiced TH [ð] is pronounced Z or DZ: ‘‘this’’ becomes ‘‘zees’’ or
‘‘dzees’’

• unvoiced TH is pronounced S or T: ‘‘thin’’ turns into ‘‘seen’’ or
‘‘teen’’

Letters that should be silent at the beginning and end of words
psychology, lamb) are often pronounced.

. Accent recognition system

.1. Features for detecting accents

Spectrograms are pictorial representation of sound we can use for
peech recognition [11]. The 𝑥-axis represents time in seconds while
he 𝑦-axis represents frequency in Hertz. Different colors represent the

different magnitude of frequency at a particular time. We can think of
the spectrogram as an image. Fig. 1 represents a sample speech single
and its corresponding spectogram. Once the audio file is converted to
an image, the problem reduces to an image classification task. Based on
the number of images, algorithms like Support Vector Machines (SVM),
etc. are used to classify sound, validate the speaker.

3.2. Our proposed framework for detecting accents

We used different Machine Learning and Deep Learning models,
and the first one is a two convolutional layers neural network with 5
different accents as shown in Fig. 2. This neural network is a 2-layer
Convolutional Neural Network: one with 32 filters and a ReLu activa-
tion function, and another one with 64 filters and a ReLu activation
function.

We will focus on this 2-layer CNN for the rest of our work.

4. Results and discussion

4.1. Dataset

Everyone who speaks a language, speaks it with an accent. A
particular accent essentially reflects a person’s linguistic background.
When people listen to someone speak with a different accent from their
own, they notice the difference, and they may even make certain biased
social judgments about the speaker. In this paper, we used the Speech
Accent Archive [16]. It has been established to uniformly exhibit a
large set of speech accents from a variety of language backgrounds. The
istribution of speech signals across the five languages is represented
n Fig. 3. Native and non-native speakers of English all read the same
nglish paragraph and are carefully recorded.

This dataset allows us to compare the demographic and linguistic
ackgrounds of the speakers in order to determine which variables are
ey predictors of each accent. The speech accent archive demonstrates
hat accents are systematic rather than merely mistaken speech. It
ontains 2140 speech samples, each from a different talker reading
he same reading passage. Talkers come from 177 countries and have
14 different native languages. Each talker is speaking in English. The
International Conference on Recent Trends
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able 2
verage accent classification accuracy across the different languages using various
enchmarking models.
Comparison of SVM and CNNs

Model Overall ACC F1 Macro F1 Micro Hamming Loss

SVM 0.3518 0.33458 0.33458 0.38043
2-layer CNN 0.70652 0.405 0.70652 0.29348
4-layer CNN 0.6529 0.52 0.73913 0.26087

samples were collected by many individuals under the supervision of
Steven H. Weinberger, the most up-to-date version of the archive is
hosted by George Mason University and can be found here: https://
www.kaggle.com/rtatman/speech-accent-archive. [16]

4.2. Accent recognition metric

In order to provide an objective evaluation of the accent recogni-
tion task, we compute the overall accuracy, F1-macro, F1-micro and
hamming loss [17]. These metrics are defined as:

𝐴𝐶𝐶 =
𝑡𝑝 + 𝑡𝑛

(𝑡𝑝 + 𝑓𝑝) + (𝑡𝑛 + 𝑓𝑛)

𝐹1𝑚𝑎𝑐𝑟𝑜 =
1
𝑁

𝑁
∑

𝑖=1
𝐹1𝑖

𝐹1𝑚𝑖𝑐𝑟𝑜 = 2
𝑀𝑖𝑐𝑟𝑜 − 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑀𝑖𝑐𝑟𝑜 − 𝑟𝑒𝑐𝑎𝑙𝑙

Micro-precision + Micro-recall

𝐻𝐿 = 1
𝑁𝐿

𝑁
∑

𝑖=1

𝐿
∑

𝑙=1
𝑌𝑖,𝑙 ⊕𝑋𝑖,𝑙

In the overall accuracy formula, tp, tn, fp, fn stand respectively
or true positive, true negative, false positive and false negative. In
he Hamming loss formula, ⊕ denotes exlusive-or, 𝑋𝑖,𝑙 (𝑌𝑖,𝑙) stands for

boolean that the 𝑖th datum (𝑖th prediction) contains the 𝑙th label
Table 2 demonstrates the evaluation metric obtained via SVM tech-

nique and two variants of CNN model.
With regular machine learning methods as SVM, we obtained low

accuracy of 0.35. As expected, the impact of Deep Learning meth-
ods [14] is quite clear here. We observe from Table 2, that the Convo-
lutional Neural Networks achieves an accuracy of 0.65. However, we
observe that we do not obtain an optimal score if we use too many
layers in our model. Depending upon how large our dataset is, the CNN
architecture is implemented. Adding layers unnecessarily to any CNN
will increase our number of parameters only for the smaller dataset.
It is true for some reasons that on adding more hidden layers, it will
give a better accuracy. That is true for larger datasets, as more layers
with less stride factor will extract more features for the input data. In
CNN, how we play with the architecture is completely dependent on
what our requirement is and how our data is. Increasing unnecessary
parameters will only overfit your network, and that is the reason why
our CNN with 2 layers has better results than with 4.

A macro-average will compute the metric independently for each
class and then take the average (hence treating all classes equally),
whereas a micro-average will aggregate the contributions of all classes
to compute the average metric. In a multi-class classification setup,
micro-average is preferable if we suspect there might be class imbal-
ance issue (i.e. we may have many more examples of one class, as
compared to other classes). Table 2 explains this scenario clearly. We
observe that neural networks show better F1-score values in the context
of multi-class classification. In such situation, Hamming Loss is a good
measure of model performance. The lower the Hamming loss, the better
is the model performance. In our case, Hamming loss ranges from 0.26
till 0.39, which is considered as good results, especially in the context
of 5-class multi-class classification problem.
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Fig. 1. Signal and spectrogram of a french accent sample.

Fig. 2. CNN with 2 layers with ReLu activation function.
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Multi-class classification metric values using the SVM model.

SVM

Classes ACC AGF AUC GI

English 0.42391 0.21774 0.36781 −0.26437
Arabic 0.71739 0.0 0.5 0.0
French 0.34783 0.51315 0.49171 −0.01658
German 0.92391 0.0 0.5 0.0
Hindi 0.95652 0.0 0.5 −0.01124

Table 4
Multi-class classification metric values using our proposed 2-layer CNN model.
2-layer CNN

Classes ACC AGF AUC GI

English 1.0 1.0 1.0 1.0
Arabic 0.95 0.71 0.74 0.48
French 0.85 0.84 0.84 0.69
German 0.84 0.80 0.80 0.61
Hindi 0.87 0.32 0.53 0.06

4.3. Multi-class accent recognition metric

In this case of multi-class classification, we are considering ACC,
AGF, AUC and GI.

𝐴𝐶𝐶 =
𝑡𝑝 + 𝑡𝑛

𝑡𝑝 + 𝑡𝑛 + 𝑡𝑝 + 𝑡𝑛

𝐴𝐺𝐹 = (1 + 𝛽2)
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙

(𝛽2 ∗ 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛) + 𝑟𝑒𝑐𝑎𝑙𝑙

𝐴𝑈𝐶 =
𝑟𝑒𝑐𝑎𝑙𝑙 + 𝑠𝑒𝑛𝑠𝑖𝑏𝑖𝑙𝑖𝑡𝑦

2

𝐺𝐼 = 1 −
𝑛
∑

𝑗=1
𝑝2𝑗 = 1

We obtained these results in the confusion matrices with the 2-layer
NN and the SVM method:

Table 3 indicates that the results for Arabic, Hindi and German
ccents are better. This can easily be explained by the size of the
ata sets corresponding to each accent. This is a result that shows
airly well the limit of classical machine learning algorithms. This
imit in the evaluation scores for classical machine learning models
re also observed in the broad areas of network security [18] and
omputer vision [19]. In this specific application of accent recognition,
e observe that an increase in the number of vocal samples do not

ead to an increased accuracy values. This difference is due to the lack
f capacity of the SVM which has difficulty processing information as
omplex as images.

Table 4 indicates that the results are much more harmonized be-
tween the different accents. We still do not have a perfect match
between the size of the dataset and the performance of the model, but
the disparities between accents disappear.

We can observe from Tables 3 and 4 that the classical machine
earning methods are quite ineffective and that the deep learning
ethods stand out clearly in accent recognition; that is why we will
se the 2-layer CNNs as a reference for the rest of the paper. In
ost case, the SVM method is not powerful enough for us to have a

ood accuracy. That can be explained with the results we obtained on
he Gini Index [15]. The values obtained by the index are quite low
negative values are considered quite low positive values), which means
hat in the case of SVM, the spectrograms are similar in nature. Such
VM methods are not selective enough to clearly determine the accent
which is also shown by the AGF values). However, the SVM method
s not totally to be excluded: in the context of the Hindi accent or the
erman accent, the SVM turns out to be more effective than all the
eep learning methods used.

The total computing time is 1 min and 23 s when our proposed

odel is executed on Google Colab using GPU.
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Fig. 3. The distribution of the samples across the five languages in the dataset.

5. Impact of idiosyncrasies on speech spectrograms

We will now study the idiosyncrasies of the French language and
how it impacts the corresponding spectograms of the speech signals.

The spectrogram is a representation allowing to observe the whole
of the decomposition spectral voice and speech on the same graphic
representation. This tool is precise, informative and reliable to analyze
the characteristics of sound production. In a first-cut analysis, we
associate the spectrogram with the temporal pace, the power profile
and segmentation. More extensively, there are a significant number
of indicators, metrics and tools. This includes the fundamental fre-
quency and its derivatives, the alteration of voice and speech, and more
generally the assessment of intelligibility. It is its ability to measure
vocal alteration that will interest us here. We will focus on primarily
two pieces of information given by the spectrogram: amplitude and
frequency in our study.

5.0.1. The un-diphthonged ‘‘y’’
Firstly, we will analyze differences on the spectrograms for the word

‘‘Wednesday’’, where the French speaker is not supposed to use the
‘‘y’’ sound, like it was explained in French-infused Vowels. Here are
the spectrograms of an English speaker and a French speaker of the
sentence ‘‘and we will go meet her Wednesday at the train station’’ in
Fig. 4 and Fig. 5.

We can see, as expected, that at the end of the word (1.3-1.4 for
English and 1.05-1.1 for French), the ‘‘y’’ is almost not even pronounced
by the French speaker, while the English speaker pronounced it clearly.
Indeed, the frequencies used are relatively similar on the whole of the
audio sample, but certain syllables are pressed with a much higher
frequency by a French speaker. Consequently, the corresponding ampli-
tude will be low in magnitude. This explains a clear difference between
the perception of a word between a French speaker and an English
speaker: the non-native will tend to pronounce English less loudly, but
will support certain syllables much more than an English speaker.

5.0.2. Voiced TH [ð] is pronounced Z or DZ
French people tend to say ‘‘zees’’ instead of ‘‘these’’. That is what

we can see in the sentence ‘‘Please call Stella, ask her to bring these
things from the store.’’.

It is quite complicated to delimit the word ‘‘these’’ in this sentence
because it is quite quick, so we will delimit ‘‘bring these’’, as the word
‘‘bring’’ does not represent a major problem for French speakers.

Here, we see that French speakers tend to diminish the importance
of the word ‘‘bring’’ but accentuate the word ‘‘these’’, whereas English
speakers seem to pronounce the sequence ‘‘bring these’’ at the same
 in IOT and Its Application (RTIA-18) 
ineering, AIET Bhubaneswar. 22 Nov. - 24 Nov 2018



Analysis of French Phonetic... R. Jha et al.
28
Fig. 4. ‘‘Wednesday’’ in English version: 0.8s-1.4s.
Fig. 5. ‘‘Wednesday’’ in French version: 0.7s-1.10s.
Fig. 6. ‘‘Bring these’’ in English version: 2.5s-3s.
Fig. 7. ‘‘Bring these’’ in French version: 2.6s-3.2s.
frequency (see Fig. 6 and Fig. 7). We remark that is why, for French
speakers, the ‘‘th’’ sounds like ‘‘z’’. Indeed, the closest sound to ‘‘th’’
is ‘‘z’’ in the French language, so it is only natural for us to use it.
Nevertheless, we believe the reason why they accentuate it (because
we could just use the sound ‘‘z’’ more discreetly) is because of the
role of words like ‘‘these’’, ‘‘the’’, ‘‘this’’... They are articles, and in the
International Conference on Recent Trends
Organised by Department of Computerscience Science Eng
French language, they tend to accentuate the most important parts of
the sentence, which made this French speaker diminish ‘‘bring’’, and
accentuate ‘‘these’’.

Thus, French speakers idiosyncrasies have a direct impact on audio
samples spectrograms. Then, we can easily understand why these id-
iosyncrasies have a direct impact on the results of deep learning models:
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the first reason why we use spectrograms in order to develop Speech
Recognition Systems is to turn an audio classification problem into an
mage classification problem. Then, if the idiosyncrasies of a specific
anguage have that much effect on spectrograms, that means that the
ifferent languages have different spectrograms and this should help

the deep learning models to get a better classification between English
nd French.

6. Conclusions and future work

In this paper, we have concluded that the classical deep learning
odels are not powerful enough to accurately predict the accent of

n user. Therefore, we decided to study the differences between tonal
nd non-tonal languages, in order to clearly identify the obstacles 
hat prevent us from achieving better results in accent recognition. To
ulfill this purpose, we decided to devote our analysis on the French

accent, which is a non-tonal language. In this paper, we studied the
idiosyncrasies of French speakers: the characteristics of the spoken
French language that have a direct impact on the pronunciation of
English words by French speakers. In addition, we determined the
onsequences these idiosyncrasies have on spectrograms, and conse-
uently on the accuracy of deep learning models. In the future, we
ould like to work further on the subject of French idiosyncrasies, by
uilding a model which determines if an idiosyncrasy is present in an

audio sample or not. This would allow us to more easily determine
he presence of a French accent in an audio sample. Such accurate 

recognition of accents in a speech signal will lead to better automatic
speech recognition systems.
International Conference on Recent Trends
Organised by Department of Computerscience Science Eng
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A fuzzy optimization model for methane gas production from 
municipal solid waste 
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Waste management 

A B S T R A C T

The availability of non-renewable fossil fuels in Jordan continues to decrease, which increases reliance on energy 
sources, such as, methane gas produced from municipal solid waste (MSW). Furthermore, during the COVID-19 
pandemic, solid wastes were significantly increased, especially in lockdown periods and this increase requires an 
immediate response to this global emergency by improving MSW management system. Unfortunately, little 
previous research efforts have been directed to propose optimization models that optimize concurrently eco-
nomic and environmental aspects with the utilization of the available resources from transportation trucks of 
different types and capacities. This research, therefore, develops an optimization model for efficient MSW 
management system to increase the percentage of waste transported from multiple depots to anaerobic digestion 
plants (ADP) or recycling centers. The objective function of the optimization model is two-fold; maximizing 
quantities of transported waste and minimizing both transportation costs and greenhouse gas (GHG) emissions 
generated from different types of transport trucks over a six-day period. A case study was presented, where the 
optimization results showed that on average 1236.36 mega Watt-hour (MWh) of energy potential at a minimal 
average processing cost of 165.22 $/ton could be generated from transported 3540 tons of waste over six days. 
Such energy can be utilized to promote sustainability and develop an eco-city powered by renewable energy. In 
conclusion, the proposed model is found efficient in enhancing the performance of the existing MSW and results 
in significant reductions in environmental impacts and transportation costs and maximizing trucks and facilities 
utilizations.   

1. Introduction

For low-income countries, Municipal Solid Waste (MSW) manage-
ment is a critical issue, which impacts the environment, socio-economic, 
health, aesthetics, and infrastructure, due to the generated volume of 
wastes, treatment, and disposal methods. Typically, the MSW system 
deals with wastes from its source of generation to final disposal, 
including all the operations and transformation of this waste [1]. 
Typically, the MSW has several sources, i.e., residential, commercial, 
and municipal services [2], which makes the management of MSW a 
persistent challenge for many developing countries [3]. 

Practically, MSW landfills cause very harmful effects on the envi-
ronment and hence many treatment methods, including recycling, 
incineration, and mechanical biological treatment, can be implemented 
to reduce negative environmental impacts [4]. The decomposition of 
organic wastes via anaerobic processes produced methane gas. 
Although, the upgrading process of emitted gases to methane gas is 

complex and expensive, the generated methane gas can be used as en-
ergy to promote sustainability. 

Over the years, the net amount of MSW generated and its impact on 
the environment in Jordan have increased significantly [5]. Studies 
showed [6] that around 70–90% of waste was collected, but only about 
5–10% of solid waste has been recycled. A major problem is that this 
system does not include separation of the recyclable and non-recyclable 
solid waste. Ideally, waste separation requires strong individual’s 
commitment, long-term information, and educational campaigns [6], 
however weak initiatives have been directed towards these aspects in 
Jordan. Further, the current MSW management lacks critical dedicated 
facilities, such as, recycling centers, and aerobic digestion plants, which 
are necessary to increase the ability of controlling and utilizing dumped 
quantities of generated solid waste. As a result, large amounts of waste 
are accumulated in landfills, which alerts decision makers for the ne-
cessity of establishing of recycling centers, and aerobic digestion plant 
and developing cost-effective and environmentally friendly 

Rashmita Panigrahi, Department of Computer Scinece Engineering , NM Institute of Engineering & Technology, Bhubaneswar, rashmitapanigrahi116@gmail.com

Niladri Bhusan Biswal, Department of Computer Scinece Engineering , Raajdhani Engineering College, Bhubaneswar, niladribiswal26@gmail.com

Manoj Mohanta, Department of Electrical and Electronics Engineering, Capital Engineering College, Bhubaneswar, manoj.mohanta62@outlook.com

Priya Chandan Satpathy, Department of Electrical and Communication Engineering, Aryan Institute of Engineering & Technology, Bhubaneswar, priyachandan.satpathy57@outlook.com

A Fuzzy Optimization Model for Methane... R. Panigrahi et al.

International Conference on Recent Trends in IOT and Its Application (RTIA-18) 
Organised by Department of Computerscience Science Engineering, AIET Bhubaneswar. 22 Nov. - 24 Nov 2018

30

http://crossmark.crossref.org/dialog/?doi=10.1016/j.socl.2021.100019&domain=pdf


2. Literature review

Recently, the MSW management has received significant research
attention. For example, Badran and El-Haggar [1] proposed a mixed 
integer programming model for a municipal solid waste management 
system in Port Said, Egypt. It included the use of the concept of collec-
tion stations, which have not yet been used in Egypt. The results showed 
that the best model would include 27 collection stations of 15-ton daily 
capacity and 2 collection stations of 10-ton daily capacity. Any transfer 
of waste between the collection station and the landfill should not occur. 
Mora et al. [7] presented a mixed integer linear model to reduce the 
economic and environmental impacts by minimizing different costs at 
‘kerbside’ waste collection system in a municipality in Italy. A heuristic 
procedure was applied to obtain some admissible solutions of the real 
problem. Five alternative configurations of kerbside system, diverging in 
number of sub-areas, synchrony of vehicles and directionality of the 
arcs, were compared in an economic point of view. Finally, Life-Cycle 
Assessment was used as a tool to compare the overall potential envi-
ronmental impacts of the alternative of kerbside collection systems and 
to compare the kerbside system with the traditional bring one. Põldnurk 
[8] assessed the environmental and economic feasibility of source
sorting paper and bio-waste in rural municipalities, improvement of
administrative efficiency, and economic cost-effectiveness resulting in
reorganization of waste management administration, and optimization
options of the municipal waste collection logistics through
inter-municipal waste collection districts. The results showed that in
rural areas central collection of sources sorted bio-waste is not
economically and environmentally feasible, however the central
collection of source-sorted paper waste may be considered environ-
mentally beneficial if applied through inter-municipal cooperation.
Zhao and Zhu [9] developed a multi-depot vehicle-routing model with
the minimization of total cost and total risk through two-commodity
flow formulation, and simultaneous of planning tours and vehicle ac-
quisitions for the explosive waste collection and designing the
return-trips between collection centers and recycling centers. A case
study in Nanchuan of South-west China and related test instances were
presented to elucidate their developed approach. Habibi et al. [3] pro-
posed a multi-objective robust optimization model for a MSW manage-
ment system and addressed the economic, environmental, and social
perspectives simultaneously by minimizing the total cost, the green-
house gas emission, and the resulting visual pollution. Their model was
validated using real data for long-term planning of Tehran’s MSW
management system by examining five candidate sites for the con-
struction of new facilities. Trochu et al. [10] addressed the reverse lo-
gistics network design problem under environmental policies targeting
recycled wood materials from the construction, renovation, and demo-
lition (CRD) industry. The main objective was to determine the location
and the capacities of the sorting facilities to ensure compliance with the

new regulation and prevent the wood from being massively landfilled 
using a mixed-integer linear programming model (MILP) to minimize 
the total cost of the wood recycling process collected from CRD sites. The 
proposed MILP model was applied for a case study in the CRD industry 
within the province of Quebec, Canada. Tsai et al. [11] applied 
exploratory factor analysis to test the validity and reliability of MSW 
attributes of cities in Vietnam under uncertainty. Fuzzy set theory was 
used to translate the linguistic references into the qualitative attributes 
of MSW management. The decision-making trial and evaluation labo-
ratory was used to address the interrelationships among the attributes. 
The causal interrelationships among 14 attributes were identified. The 
results showed that technical integration and social acceptability were 
the aspects that drive MSW management, while treatment innovations, 
safety and health, economic benefits, and technology functionality and 
appropriateness were determined to be the linkage criteria. Finally, the 
distinctions between cities were presented. Tsai et al. [12] presented a 
systematic data-driven bibliometric analysis on MSW management as a 
foundation in a circular economy and applied the entropy weight 
method to convert the frequencies to weights and performed regional 
comparisons based on a database. A bibliographic coupling analysis was 
conducted and revealed that Africa and North America have less studies 
than other regions. Xiao et al. [13] proposed system dynamic model, 
which simulates the entire process of MSW production, sorting, collec-
tion, and final treatment and then analyzed policy impacts on MSW 
management from a dynamic and complex perspective in Shanghai. 
Seven scenarios were set to simulate the impacts of these policies. Re-
sults showed that economic policy has the largest impact on future MSW 
management, where MSW generation in 2035 will decline by 3.25 
million tons if Gross Domestic Production growth rate decrease by 1%. 
Istrate et al. [14] fulfilled the review on published life-cycle assessment 
studies on MSW management systems with the aim of identifying 
waste-to-energy solutions and their impact on the system’s environ-
mental performance. Discrepancies were observed with respect to the 
environmental consequences of both the diversion of organic waste from 
incineration to anaerobic digestion and the diversion of waste from 
incineration to mechanical-biological treatment plants. Deus et al. [15] 
developed an aggregate indicator for environmental impact assessment 
of MSW management in the small municipalities of the state of Sao Paulo 
(Brazil). Additionally, the study aimed at creating a classification of the 
municipalities considered to identify the best management practices. 
The results showed that the average waste generation was 223.89 kg, the 
average carbon dioxide equivalent (CO2e) emissions was 0.166 tons 
(inhabitant− 1 year− 1) and the average amount of energy savings was 
51.37 kWh. Tong et al. [16] employed a system thinking approach to 
analyze the crucial roles of the informal sector in SWM system in Viet-
nam. The analysis was built on the field survey including elements and 
key driving forces of the systems with 36 scrap dealers, 127 scrap 
buyers, and 760 households and in-depth interviews with experts in the 
Mekong Delta region, Vietnam. Results stated that informal systems 
should be integrated into the SWM process. Batur et al. [17] formulated 
a mixed integer linear programming model for long-term planning of 
municipal solid waste management system taking into consideration 
different process, capacity, and location possibilities that may occur in 
complex waste management processes at the same time. The results that 
the developed model provides significant convenience for the 
multi-objective optimization of financial-environmental-social costs and 
the solution of some uncertainty problems of decision-making tools, 
such as, life cycle assessment. Iyamu et al. [18] reviewed the common 
themes limiting MSW management sustainability in the BRIC (Brazil, 
Russia, India and China) countries, as well as the historical transition of 
MSW management to a sustainable level in some high-income countries 
such as United States, Japan, Denmark, and Australia. They focused on 
the interaction of MSW management with technology systems, socio-
economic factors, related environmental issues, influence on policy and 
decision making. The key MSWM findings was used to develop a the-
matic framework, underpinned by the different interacting factors of 

transportation system. Moreover, the existing waste transportation 
system between facilities suffers poor planning of transportation 
trucks, which may lead to negative impacts on environment due to 
excessive number of trips between facilities and incurs high 
transportation costs. In order to improve the current MSW 
management system and enhance its efficiency, this research 
analyzes the effectiveness of the current MSW and then develops an 
optimization model to maximize methane gas collection in MSW 
management system through maximizing trans-ported waste and 
minimizing both transportation costs and greenhouse gas emissions 
while considering truck types and capacities. The remaining of 
this paper including the introduction is outlined as follows. Section 2 
presents literature review. Section 3 develops the optimization model. 
Section 4 illustrates the optimization model and discusses 
research results. Section 5 summarizes research conclusions. The results 
of this research can provide great assistance to decision makers in Jor-
danian municipalities on how to establish and develop a sustainable 
MSW management system. 
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plants. With the same manner, Wang et al. [28] considered the solar 
energy by identifying optimal sites for constructing the solar photovol-
taic panels. Wang et al. [29] offered an assessment approach for cleaner 
energy sources using data envelopment analysis and fuzzy model. 

Recently in the MSW management system, little research efforts were 
directed to develop optimization models with multiple objective func-
tions that integrate the concurrent economic and environmental aspects 
with the utilization of the available resources from transportation 
trucks. In addition, most of the proposed MSW management system 
ignored truck types with different capacity and GHG emission for each 
type. Therefore, this paper proposes optimization model with multiple 
objective functions, including, minimizing total transportation, mini-
mizing GHG emissions and unfilled trucks’ capacities, maximizing total 
transported quantities, and maximizing satisfaction levels on utilization 
of collection stations and recycling centers, while considering various 
truck types and capacities for transporting collected and processed 
waste quantities. 

3. Optimization model development

The key elements of solid waste chain are shown in Fig. 1, which
includes I depots; i= [1, …, I], J collection stations; j= [1, …, J], R 
recycling plants; r= [1, …, R], L landfills, l= [1, …, L], and M anaerobic 
digestion plants; m= [1, …, M]. In any selected area, the waste bins will 
be divided into clusters which are assigned to depots. The trucks will 
collect wastes from each cluster’s bins and accumulate wastes in the 
assigned depot of this cluster [30]. Then, waste will be transported from 
depot i to collection station j for processing. Because waste separation at 
source is not applicable in many areas, the waste separation is performed 
in collection stations to sort the recyclable and non-recyclable wastes. 
After processing, recyclable waste is transported from collection station j 
to recycling center r, whereas non-recyclable waste is transported to the 
L landfill. Finally, the organic recyclable waste is converted to a special 
compost amendment, which is transported from recycling center r to 
anaerobic digestion plant m. For tth period, the amount of waste pre-
sented in each stage from previous period, is defined as beginning in-
ventories, Eb

(t-1), while the amount of waste that will be remained in 
each stage for the present period, is defined as ending inventories, Ef

t, 
and both inventories are considered. Let NTu

ijt, NTu
jlt, and NTu

rmt denote 
the number of trips taken by truck u at day t for transporting waste from 
the ith depot to the jth collection station; the jth collection station to the 
rth recycling center; the jth collection station to the lth landfill; and the 
rth recycling center to the mth anaerobic digestion plant, respectively. 
Let GHI, GHJ, GHR and GHL denote the amount of GHG emitted from 
processing one ton of waste (g/ton) at the depots, collection stations, 
recycling centers and landfills, respectively. Let GHu denotes the amount 
of GHG emitted (g/km) by truck type u. Each stage has its own associ-
ated GHG emissions resulting from processing of waste, transportation 
of waste in trucks, or both as shown in Fig. 2. 

It is assumed that: (i) waste is separated and sorted at collection 
stations, (ii) fixed cost daily rates for depots, collection stations, recy-
cling centers, landfills, and anaerobic digestion plants are calculated as 
total fixed cost divided by expected economic lifespan in days, (iii) 
variable rates ($/ton) of depots, collection stations, recycling centers, 
landfills, and anaerobic digestion plants are calculated as operational 
costs per ton divided by the daily capacity of the collection stations, (iv) 
fuel and maintenance costs are proportional to traveled distance, (v) 
distances are measured from the centroids of the destinations, and (vi) 
the beginning inventory at the first period is zero for all stages. 

3.1. Model description 

There are several decision variables and parameters are shown in 
Appendix A (Nomenclature). Let FCi, FCj, FCr, FCl and FCm denote the 
fixed costs per day t for depots, collection stations, landfills, recycling 
centers and anaerobic digestion plants, respectively. Then, the total 

policy; environmental; socio-economic; and technology. Pinha and 
Sagawa [19] presented a system dynamics model for MSW 
management which involved resources, destinations of waste and cost 
structure of service/system. As a case study, the context of a Brazilian 
city of 230, 000 inhabitants was modelled and scenarios for 10 years 
were proposed. The scenario that presented better results with 
feasible investments prescribes an increase from 8.5% to 15% in the 
public collection of dry waste together with a productivity 
improvement of the sorting process. The simulations showed that the 
revenues from the recyclables do not cover the expenditures of the 
service provider and allowed pointing out scenarios that make the 
provider less dependent of governmental sub-sidy. Paul and 
Bussemaker [20] developed a web-based decision support system that 
can be used in planning and management of MSW for assessing the 
suitability of waste valorization in a particular location, such as, waste 
types, waste quantities and related waste contractors in England. 
Waste market opportunities and circular economy partners were also 
identified through the web application and these results were 
presented in context of waste-derived supply chain decisions. Hajar et al. 
[21] examined the development of the MSW management sector in 
Jordan from sustainability standpoint and developed potential scenarios 
to attain Jordan Vision 2025 target and gradually place this sector on a
green growth path. The Sustainability Window analysis tool was used to
assess the sustainability of the studied sector over the 2010–2015
period. Three scenarios were proposed and compared using the Sus-
tainability Window tool: Mechanical biological treatment-anaerobic 
digestion, mechanical biological treatment-composting, and incinera-
tion. It was concluded from the Sustainability Window analysis that the
2010–2015 Jordanian municipal solid waste sector growth did not fulfill
all sustainability criteria. Pinupolu and raja Kommineni [22] suggested
a method of MSW management through public-private partnership 
(PPP) for Vijayawada city, which faced the problem of disposal and 
handling of municipal solid waste. Installation cost, land required for the 
proposed solid waste treatment and population were assessed by the 
geometrical progression method for the anticipated year 2051. Results
indicated that the total quantity of evaluated solid waste created in the
year 2051 is 2788 tons/day. Sarbassov et al. [23] performed composi-
tional analysis of the municipal solid waste produced at the Astana In-
ternational Airport and evaluated different waste management scenarios
in terms of greenhouse gas emissions. Recyclable and combustible 
fractions were found to be the major fractions (over 50%) of the total
municipal solid waste generated in the Astana International Airport. 
Four base greenhouse gas emissions scenarios were proposed and dis-
cussed. Viau et al. [24] aimed to critically evaluate the modelling of
substitution in life cycle cost of recovered material from MSW man-
agement systems. They performed a systematic analysis of 51 life cycle
assessment studies on MSW management systems published in the 
peer-reviewed literature and found that 22% of the substitution ratios
are only implicitly expressed. Finally, guidance for the documentation of
substitution ratios, with the aim of reaching more credible and robust 
analyses were developed. Kulkarni and Anantharama [25] presented a
global backdrop of MSW management during COVID-19 outbreak and
examined various aspects of MSW management. The data and infor-
mation were collected from several scientific research papers from 
different disciplines, publications from governments and multilateral 
agencies and media reports. They presented challenges and opportu-
nities in the aftermath of the ongoing pandemic and recommended al-
ternatives approaches for MSW treatment and disposal and outlines the
future scope of work to achieve sustainable waste management during 
and aftermath of the pandemics. Lately during the COVID-19 crisis, the
transition from fossil fuel energy sources to green energy sources is ur-
gent and crucial issue for globe to address the emergency pandemics and
secure sustainable economies. Thus, new studies for generating energy
were considered from different green sources such as Mostafaeipour 
et al. [26] who studied the feasibility of a new power generation system
from wind for urban applications. Also, Rezaei et al. [27] evaluated the
production of hydrogen by establishing hybrid wind and solar power
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daily fixed cost, TFC, incurred in the system is calculated as given in Eq. 
(1). 

TFC =
∑I

i=1
FCi +

∑J

j=1
FCj +

∑R

r=1
FCr +

∑L

l=1
FLl +

∑M

m=1
FCm (1) 

Variable costs are incurred due to processing waste in each stage on 
day t. Let vj, vr, vl, and vm denote the variable costs per ton of the pro-
cessing for the collection stations, recycling centers, landfills, and 
anaerobic digestion plants, respectively. Also, let Qjt, Qrt, Qlt and Qmt 
denote the total waste quantities at collection station j, recycling center 
r, landfills l, and anaerobic digestion plant m on day t, respectively. 
Then, the total daily variable cost, TVC, is calculated as stated in Eq. (2): 

TVC =
∑T

t=1

∑J

j=1
vj × Qjt +

∑T

t=1

∑R

r=1
vr × Qrt +

∑T

t=1

∑L

l=1
vl × Qlt +

∑T

t=1

×
∑M

m=1
vm × Qmt (2) 

The total transportation cost of waste quantities is calculated by 
multiplying the transportation cost rate ($/ton.km) by the distance 
travelled and quantity carried by truck type u. Let α-denotes the cost rate 
of transportation ($/ton.km). Also, let dij, djr, djl and drm denote the 

distance travelled from depot i to collection station j, from collection 
station j to recycling center r and to landfill l, and from recycling center r 
to anaerobic digestion plant m, respectively. Finally, let Qijt, Qjrt, Qjlt and 
Qrmt denote the quantity of waste transported on day t from depot I to 
collection station j, from collection station j to recycling center r, and to 
landfill l, and from recycling center r to anaerobic digestion plant m, 
respectively. The total cost of transporting waste quantities, TQC, is 
estimated using Eq. (3). 

TQC = α ×

(
∑T

t=1

∑I

i=1

∑J

j=1
dij ×Qijt +

∑T

t=1

∑J

j=1

∑R

r=1
djr ×Qjrt +

∑T

t=1

∑J

j=1

×
∑L

l=1
djl × Qjlt +

∑T

t=1

∑R

r=1

∑M

m=1
drm ×Qrmt

)

(3) 

The total cost of fuel consumption is calculated by multiplying the 
unit cost of fuel, τ ($/L), by fuel consumed (Liter/km) by U truck types, 
travelled distance between any two stations, and number of trips over T 
days. Let TCu denotes the fuel consumption of truck type u. Then, the 
total cost, TTC, of fuel consumption by all U trucks between all stages 
over T days is obtained as given in Eq. (4).   

Fig. 1. Illustration of stages for the optimization model.  

Fig. 2. Illustration of stages for the optimization model.  
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Note that the transportation cost depends on a cost rate of the 
transported quantities. Consequently, if the quantities transported 
increased then the transportation cost will increase proportionally. 
While the fuel consumption cost depends on the travelled distance by 
each operated truck. Realistically, the cost rate for transported quanti-
ties is different from the fuel consumption cost. 

Let GHI, GHJ, GHR, GHL and GHM denote the amount of GHG emitted 
from processing one ton of waste (g/ton) at I depots, J collection sta-
tions, R recycling centers, L landfills and M anaerobic digestion plants, 
respectively. Then, the total amount of GHG emissions, GHE, in the 
system is calculated as stated in Eq. (5). 

GHE = GHI ×
∑T

t=1

∑I

i=1
Qit + GHJ ×

∑T

t=1

∑J

j=1
Qjt + GHR ×

∑T

t=1

∑R

r=1
Qrt

+ GHL ×
∑T

t=1

∑L

l=1
Qlt + GHM ×

∑T

t=1

∑M

m=1
Qmt (5) 

Let NTu
ijt, NTu

jlt, and NTu
rmt denote the number of trips taken by truck 

type u to transport waste on day t from depot i to collection station j, the 
collection station j to recycling center r; from collection station j to 
landfill l, and from recycling center r to anaerobic digestion plant m, 
respectively. The GHG emitted from U truck types over T days is 
calculated by multiplying the amount of GHG emissions by both the total 
distance travelled between any pair of stages and number of trips. Then, 
the total amount, GHT, of GHG emitted due to transporting waste from 
depot i to anaerobic digestion plant m, is estimated as in Eq. (6): 

GHT = GHu ×

(
∑U

u=1

∑T

t=1

∑I

i=1

∑J

j=1
dij ×NTuijt +

∑U

u=1

∑T

t=1

∑J

j=1

×
∑R

r=1
djr ×NTujrt +

∑U

u=1

∑T

t=1

∑J

j=1

∑L

l=1
djl ×NTujlt +

∑U

u=1

∑T

t=1

∑R

r=1

×
∑M

m=1
drm ×NTurmt

)

(6) 

The unfilled capacity in transportation truck type u is calculated by 
subtracting the total transported quantity between two stages by truck 
type u on day t from its capacity. Let Ru denotes the capacity of truck 
type u. Then, the total unfilled capacities, QTOT, for U truck types over T 
days between all pairs of stages is calculated using Eq. (7).   

Utilizing formulas 1 to 7, two objective functions will be developed; 
the first objective function, Z1, aims at minimizing the total costs and 
environmental impacts of the waste management system as shown in 
Formula (8). The second objective function, Z2, seeks maximizing the 
total of transported quantities between all pairs of stages and thereby 
optimizing methane production as stated in Formula (9). 

Z1 =
(
TFC + TVC + TQC + TTC + GHE + GHT + QTOT)

Min Z1
(8)  

Z2 =
∑T

t=1

∑I

i=1

∑J

j=1
Qijt +

∑T

t=1

∑J

j=1

∑R

r=1
Qjrt +

∑T

t=1

∑R

r=1

∑M

m=1
Qrmt

MaxZ2

(9) 

The main constraints are as follows:  

1 The waste quantity, Qit, of at depot i on day t is equal to the total 
quantity, Qhit, of waste transported to depot i from different areas 
on day t and the beginning inventory at depot i, Eb

i(t-1),from 
previous day (t-1). That is in Eq. (10). 

∑H

h=1
Qhit + Eb

i(t− 1) = Qit (10)    

2 The total quantity, Qit, of waste at depot i on day t shall not exceed 
its capacity, Ci, as stated in Inequality (11). 

Qit ≤ Ci,∀i, t (11)    

3 Let NTAuijt denotes the number of trucks that travel from depot i 
to collection station j on day t. The total quantity transported 
from depot i to collection station j on day t shall not exceed ca-
pacity of truck type u as stated in Inequality (12). 

∑J

j=1
Qijt ≤

∑U

u=1
NTAuijt ×Ru, ∀i, t (12)   

TTC = τ ×
(
∑U

u=1

∑T

t=1

∑I

i=1

∑J

j=1
TCu × dij × NTuij +

∑U

u=1

∑T

t=1

∑J

j=1

∑L

l=1
TCu × djl × NTujl +

∑U

u=1

∑T

t=1

∑J

j=1

∑R

r=1
TCu × djr × NTujr+

∑U

u=1

∑T

t=1

∑R

r=1

∑M

m=1
TCu × drm × NTurm

) (4)   

QTOT =
∑U

u=1

∑T

t=1

∑I

i=1

∑J

j=1

((
NTu

ijt × Ru

)
− Qijt

)
+
∑U

u=1

∑T

t=1

∑J

j=1

∑L

l=1

((
NTu

jlt × Ru

)
− Qjlt

)
+

∑U

u=1

∑T

t=1

∑J

j=1

∑R

r=1

((
NTu

jrt × Ru

)
− Qjrt

)
+
∑U

u=1

∑T

t=1

∑R

r=1

∑M

m=1

( (
NTu

rmt × Ru
)
− Qrmt

)
(7)   
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4 The total quantity of waste, Qijt, transported from depot i to
collection station j on day tis equal to the waste quantity, Qout

it, 
leaving from depot i on day t as stated in Eq. (13). 

∑J

j=1
Qijt =

∑J

j=1
Qout

it ,∀i, t (13)    

5 The number of trips to J collection stations on day t shall not 
exceed the number of available trips on the same day as given by 
Inequality (14). 

∑J

j=1
NTuijt ≤ NTAuijt, ∀i, t, u (14)    

6 The ending inventory, Ef
it, at depot i on day t is equal to the total 

quantity of waste in depot i minus the quantity of waste leaving 
this depot on the same day, or Eq. (15) 

Qit − Qout
it = Ef

it,∀i, t (15)   

7 The ending inventory, Ef
it, at depot i should not exceed the per-

centage, λ, of the total waste which enters this depot as given in 
Inequality (16). 

Ef
it ≤ λ ×

∑H

h=1
Qhit, ∀i, t (16)    

8 The total quantity, Qjt, of waste at collection station j on day t 
cannot exceed its capacity, Cj, as shown by Inequality (17). 

Qjt ≤ Cj, ∀j, t (17)    

9 The quantity of waste, Qijt, at collection station j on day t is equal 
to the waste transported quantity to collection station j from 
depot i on day t plus the beginning inventory, Eb

j(t-1), at collection 
station j from previous day (t-1) as shown in Eq. (18). 

∑I

i=1
Qijt + Eb

j(t− 1) = Qjt, ∀j, t (18)    

10 A certain proportion, RL, of the waste transported from depot i to 
collection station j goes to landfills as given in Eq. (19). 

RL ×
∑I

i=1
Qijt =

∑L

l=1
Qjlt,∀j, t (19)    

11 Let NTAujlt denotes the number of available trips by truck type u 
on day t from collection station j to landfill l. The quantity 
transported from collection station j to landfill l on day t must not 
exceed the capacity of the available trips as stated in Formula 
(20). 

∑L

l=1
Qjlt ≤

∑U

u=1
NTAujlt ×Ru,∀j, t (20)    

12 The waste quantity enters landfill l from collection station j on 
day t is equal to the waste quantity, Qout

jlt, that leaves collection 
station j towards landfill l as stated in Eq. (21). 

∑L

l=1
Qjlt =

∑L

l=1
Qout

jlt ,∀j, t (21)    

13 Let NTAujrt denotes the number of available trips on day t from 
collection station to recycling center r by truck u. The quantity 
transported from collection station j to recycling center r on day t 
cannot exceed the capacity of the available trips as given in Eq. 
(22). 

∑R

r=1
Qjrt ≤

∑U

u=1
NTAujrt ×Ru,∀j, t (22)   

14 The quantity of waste that enters recycling center r from collec-
tion station j on day t, is equal to the quantity of waste, Qout

jrt, that 
leaves collection station j towards R recycling centers on day t as 
stated in Eq. (23). 

∑R

r=1
Qjrt =

∑R

r=1
Qout

jrt ,∀j, t (23)    

15 The ending inventory, Ef
jt, at collection station j on day t is equal 

to the total quantity of waste in J collection stations minus the 
quantity of waste leaving the collection stations to R recycling 
centers and L landfills on the same day t as given in Eq. (24). 

Qjt −
∑R

r=1
Qout

jrt −
∑L

l=1
Qout

jlt = Ef
jt, ∀j, t (24)    

16 The number of trips to L landfills and R recycling centers on day t 
does not exceed the number of available trips on the same day as 
given in inequalities (25a) and (25b), respectively. 

∑L

l=1
NTujlt ≤ NTAujlt,∀u, j, l, t (25a)  

∑R

r=1
NTujrt ≤ NTAujrt, ∀u, j, r, t (25b)    

17 The ending inventory, Ef
jt, at collection station j cannot exceed 

the ratio λ of the total waste which enters that collection station j 
from all I depots as stated in Eq. (26). 

Ef
jt ≤ λ ×

∑I

i=1
Qijt,∀j, t (26)    

18 The quantity of waste, Qlt, at landfill l on a given day t is equal to 
the sum of total quantity of waste, Qjlt, transported from all J 
collection stations to landfill l plus the beginning inventory, Eb

l 

(t-1) at landfill l from previous day as given in Eq. (27). 

∑J

j=1
Qjlt + Eb

l(t− 1) = Qlt, ∀l, t (27)    

19 The total waste quantity, Qlt, at landfill l at any given day t, 
cannot exceed the landfill’s capacity, Cl, as stated in Formula 
(28). 

Qlt ≤ Cl,∀l, t (28)  
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20 The quantity of waste, Qjrt, at recycling center r on day t is equal 
to the sum of total waste quantity transported to recycling center 
r from all J collection stations and the beginning inventory, Eb

r 

(t-1), at recycling center r from previous day t-1 as given in Eq. 
(29). 

∑J

j=1
Qjrt + Eb

r(t− 1) = Qrt,∀r, t (29)    

21 The total waste quantity, Qrt, at recycling center r on day t cannot 
exceed its capacity, Cr, as stated in Inequality (30). 

Qrt ≤ Cr, ∀r, t (30)    

22 Let NTAurmt denotes the number of available trips by truck u on 
day t from recycling center r to anaerobic digestion plant m. The 
quantity transported from recycling center r to M anaerobic 
digestion plants on day t by U truck types cannot exceed the ca-
pacity of the available trips as stated in Inequality (31). 

∑M

m=1
Qrmt ≤

∑U

u=1
NTAurmt ×Ru, ∀r,m, t (31)    

23 To ensure efficiency, the total waste quantity transported from 
recycling center r to anaerobic digestion plant m on day t, is equal 
to the waste quantity, Qout

rmt, leaving from recycling center r on 
the same day as stated in Eq. (32). 

∑M

m=1
Qrmt =

∑M

m=1
Qout

rmt,∀r, t (32)    

24 A certain proportion RR of the quantity of the waste transported 
from J collection stations to recycling center r on day t generates 
revenue, REVt, as given in Eq. (33). 

RR ×
∑J

j=1
Qjrt = REVt,∀r, t (33)    

25 The ending inventory, Ef
rt, at recycling center r on day t is equal to 

the total quantity of waste at recycling center, r, minus both the 
quantity of waste leaving that recycling center to anaerobic 
digestion plant m and the quantity used to generate revenues on 
the same day. Mathematically as stated in Eq. (34). 

Qrt −
∑M

m=1
Qout

rmt − REVt = Ef
rt, ∀r, t (34)    

26 The number of trips to anaerobic digestion plant on any given day 
t, does not exceed the number of available trips on the same day 
as stated in Eq. (35). 

∑M

m=1
NTurmt ≤ NTAurmt,∀r,m, t (35)    

27 The ending inventory, Ef
rt, at recycling center r on day t cannot 

exceed the ratio λ of the total waste which enters the recycling 
center as mentioned in Formula (36). 

Ef
rt ≤ λ ×

∑J

j=1
Qjrt,∀r, t (36)    

28 The quantity of waste at anaerobic digestion plant m on day t is 
equal to the sum of total quantity of waste transported to 
anaerobic digestion plant m from R recycling centers and the 
beginning inventory at anaerobic digestion plant m, Eb

m(t-1), from 
previous day t-1 as expressed in Eq. (37). 

∑R

r=1
Qrmt + Eb

m(t− 1) = Qmt,∀m, t (37)    

29 The quantity of waste at anaerobic digestion plant m cannot 
exceed the capacity of the mth anaerobic digestion plant, Cm, as 
explained in Inequality (38). 

Qmt ≤ Cm,∀m, t (38)    

30 On any given day t, transported waste from depot i to collection 
station j must not exceed the capacity of the available trips by U 
truck types from all I depots to collection station j on the same 
day, as shown in Inequality (39). 

∑U

u=1

∑I

i=1
NTuijt ×Ru ≥

∑I

i=1
Qijt, ∀j, t (39)    

31 On day t, the transported waste from J collection stations to the 
landfill l must not exceed the capacity of the available trips from 
all collection station to landfill l by U truck types on the same day, 
as shown in Formula (40). 

∑U

u=1

∑J

j=1
NTujlt ×Ru ≥

∑J

j=1
Qjlt, ∀l, t (40)    

32 On day t, the capacity of the number of trucks which shall 
transport the waste from J collection stations to recycling center r 
on day t by U trucks must be greater than or equal to the quantity 
of waste transported from J collection stations to recycling center 
r by U truck types on the same day, as given in Inequality (41). 

∑U

u=1

∑J

j=1
NTujrt ×Ru ≥

∑J

j=1
Qjrt,∀r, t (41)   

Fig. 3. Trapezoidal membership function for utilization of collection stations.  
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33 The capacity of the number of trucks, NTurmt, used to transport
waste from R recycling centers to anaerobic digestion plant m on 
day t must be greater than or equal to the quantity of waste 
transported from R recycling centers to digestion plant m by u 
truck types, as shown in the Inequality (42). 

∑U

u=1

∑R

r=1
NTurmt ×Ru ≥

∑R

r=1
Qrmt,∀m, t (42)    

34 Some variables should be integers and always positive as stated 
Inequality (43). 

NTuijt, NTujrt,NTujlt,NTurmt ≥ 0 & Integer,∀u, i, j, l, r,m, t (43)   

3.2. Satisfaction on utilization of collection stations 

The aim of this satisfaction model is to maximize the daily utilization 
of collection stations while processing waste quantities. Let the upper 
and lower limits of the preferable target of quantities be denoted by Qu

j 
and Ql

j, respectively. Let Δ−
j and Δ+

j denote the maximum negative and 
positive allowable deviation from the preferable quantity target at 
collection station j, respectively. Also, let δ− j and δ+j denote any negative 
or positive deviation from the preferable quantity target at collection 
station j, respectively. Considering the capacity and costs issues at 
collection stations, the utilization of any collection station should range 
between averages of daily quantity of 150 to 200 ton and hence results in 
100% satisfaction on utilization. However, quantities fall beyond Qu

j or 
below Ql

j will incur overtime or under time costs, respectively. The 
trapezoidal membership function for collection station j, ηj, shown in 
Figure 3 is, therefore, found appropriate for measuring the satisfaction 
level on utilization of collection stations. If the transported quantity, Qijt, 
to collection station j on day t falls within the preferable limits, then the 
satisfaction on utilization of collection station j will be 100%. 

The objective function is then to maximize the sum of the member-
ship functions of utilization at J collection stations as formulated in 
Formula (44). 

Max
∑J

j=1
ηj (44) 

The objective function in Formula (44) is subjected to the following 
constraints:  

a The amount of any negative deviation, δ− j and is how far is the 
transported quantity from the lower limit as shown in Inequality 
(45). 

∑I

i=1
Qijt + δ−j ≥ Δ−

j , ∀j, t (45)   

b The amount of any positive deviation, δ+j, is how far is the trans-
ported quantity from the upper limit as given in Formula (46). 

∑I

i=1
Qijt − δ+j ≥ Δ+

j , ∀j, t (46)    

c The value of the utilization membership function is calculated using 
Eq. (47). 

ηj +
δ−j
Δ−

j
+

δ+j
Δ+

j
= 1,∀j (47)    

d The value of the membership function should not be lower than the 
minimum required utilization, θj, of collection station j as stated in 
Inequality (48). 

ηj ≥ θj,∀j (48)    

e The ranges of the negative and positive deviations are decided as 
given in inequalities (49) and (50), respectively. 

0 ≤ δ−j ≤ Δ−
j ,∀j (49)  

0 ≤ δ+j ≤ Δ+
j ,∀j (50)   

3.3. Satisfaction on utilization of recycling centers 

The goal of this model is to maximize the membership function of the 
utilization of the recycling centers while processing waste quantities on 
day t. If the quantities transported, Qjrt, to recycling center r on day t are 
within the preferable target, then the utilization membership function, 
ηr, of the recycling centers will be 100%. Let the upper and lower limits 
of the preferable target of quantities be denoted by Qu

r and Ql
r, 

respectively. Let Δ−
r and Δ+

r denote the maximum negative and positive 
allowable deviation from the preferable quantity target at recycling 
center r, respectively. Also, let δ− r and δ+r denote any negative or pos-
itive deviation from the preferable quantity target at recycling center r. 
The objective function is to maximize the satisfaction on the utilization 
of the R recycling centers for processing waste as stated in Formula (51). 

Max
∑R

r=1
ηr (51) 

The objective function is subjected to the following constraints:  

i The amount of any negative deviation, δ− r, at recycling center r is 
how far is the transported quantity from J collection stations from 
the lower limit as in Inequality (52). 

∑J

j=1
Qjrt + δ−r ≥ Δ−

r ,∀r, t (52)    

ii The amount of any positive deviation, δ+r, at recycling center r for is 
how far is the transported quantity J collection stations from the 
upper limit. That is stated in Eq. (53). 

∑J

j=1
Qjrt − δ+r ≥ Δ+

r ,∀r, t (53)    

iii The value of the utilization membership function at recycling center 
r is calculated using Eq. (54). 

ηr +
δ−r
Δ−

r
+

δ+r
Δ+

r
= 1, ∀r (54)   

iv The membership function value should not be lower than the mini-
mum required utilization, θr, of recycling center r as stated in Eq. 
(55). 

ηr ≥ θr,∀r (55)   

v The range of the negative and positive deviations are shown in in-
equalities (56) and (57), respectively. 
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0 ≤ δ−r ≤ Δ−
r , ∀r (56)  

0 ≤ δ+r ≤ Δ+
r , ∀r (57)   

The complete optimization model is formulated by combining the 
presented three models: minimizing both total cost and GHG emission 
and maximizing satisfaction membership functions for the utilization of 
collection stations and recycling centers. 

4. Analysis and results

A selected area in Amman, the capital of Jordan, was mainly
considered to test the validity of the modelling contribution developed 
in this study. The population of the selected area is 250 thousand and the 
waste production per capita is 1.4 kg/day. On average, the collected 
waste per year is 120 thousand tons. This case study considers two de-
pots (I =2), three collection stations (J=3), three recycling centers (R 
=3), one landfill (L =1), and a single anaerobic digestion plant (M =1) as 
represented on the QGIS map in Fig. 4. 

Three types of trucks (U = 3) will be used to transport the waste 
quantities. Table 1 displays the general model parameters [1, 3], 
including fixed and variable costs for all stages with their capacities, the 
environmental parameters, and distances measured using QGIS soft-
ware. Due to insufficient database about GHG emissions and costs for 
MSW management system in Jordan, the parameters values, such as, the 
operational costs (fixed and variable costs) and GHG emissions from 
trucks and facilities were adopted from some related studies [3]. 

The waste is tracked over a period of 6 days (T =6). The beginning 
inventories are zeros for all stages. The quantities that entered the de-
pots on days (t= 1) to (t= 6) are 650, 440, 440, 710, 750, and 550 tons, 
respectively. Solving the proposed model using Lingo 18.0 software 
(Processor: Intel (R) Core (TM) i7-7700U; CPU @ 3.60 GHz, 3.60 GHz), 
the obtained optimal results for transported quantities and ending in-
ventories for all stages were calculated by the model as displayed in 
Table B-1 shown in Appendix B. Given a certain number of available 
trips, NTA, the model calculates the optimal number of trips needed by 
each truck types (R1, R2, R3) to transport all the waste. The obtained 
optimal trip numbers between stages are displayed in Table B-2 in 
Appendix B. 

4.1. Results of optimization model 

The optimal total cost of the system over six-day period was calcu-
lated for each stage and then displayed in Table 2. It is found that the 
average processing cost was 165.22 $/ton. From Table 2, collection 
center 1 on average over 6 days incurred variable costs, TVC, 2528.84 

Fig. 4. Representation of case study on QGIS map.  

Table 1 
Values of model parameters.  

Depot Anaerobic digestion plant (ADP) 
Parameter Value Parameter Value 

Fixed cost, FCi 75 ($) Fixed cost, FCm 250 ($) 
Variable cost - Variable cost, vm 8 ($/ton) 
Capacity, Ci 32000 (tons) Capacity, Cm 10000 (tons) 
GHI 0.9 (g/km) GHM 6.9 (g/km) 
Landfill (L) Recycling center (RC) 
Fixed cost, FCl 100 ($) Fixed cost, FCr 200 ($) 
Variable cost, vl 4.5 ($/ton) Variable cost, vr 7 ($/ton) 
Capacity, Cl 1000000 (tons) Capacity, Cr 20000 (tons) 
GHL 0.6 (g/km) GHR 6.8 (g/km) 
Collection station (CS) Distances 
Fixed cost, FCj 150 ($) dij 30 (km) 
Variable cost, vj 5 ($/ton) djl 29 (km) 
Capacity, Cj 32000 (tons) djr 25 (km) 
GHJ 5.2 (g/km) drm 35 (km) 
R1 10 (tons) GH1 1.30 (g/km) 
R2 8 (tons) GH2 1.26 (g/km) 
R3 4 (tons) GH3 1.18 (g/km) 
τ 0.61 ($/L) ∝ 0.3 ($/km × g) 
Δ−

j 250 (tons) Δ+
j 100 (tons) 

Δ−
r 20 (tons) Δ+

r 150 (tons) 
θj 0.8 θr 0.9 
Qu

j 200 (tons) Ql
j 150 (tons) 

Qu
r 70 (tons) Ql

r 100 (tons) 
RR 0.25 RL 0.2  
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($/day); thus, collection center 1 required higher variable costs with 
respect to collection station 2 and 3. Conversely, collection center 3 on 
average required lower variable costs, 1442.10 ($/day). However, the 
highest variable cost, TVC, in the system was incurred in aerobic 
digestion plant on average with 4481.35 ($/day); because of high-tech 
operations are needed to process waste at such plants. Moreover, on 
average landfills required the lowest variable costs in the system 476.57 
($/day). 

On the other hand, the total transportation costs, TQC, were slightly 
different on average over six-day period for all stages. The close TQC 
results was incurred due to insignificant differences between distances 
of the trips. However, depot 1 incurred the highest TQC over the six days 
with average of 1726.20 ($/day). While recycling centers incurred on 
average the lower TQC, especially recycling center 3 which required 
570.12 ($/day). In addition, it is noticed that the fuel consumption costs 
for trucks, TTC, will not seriously change over time except for uncon-
ditional incidents. On average, the TTC costs were changed from 119.44 
($/day) in recycling center 3 to 382.47 ($/day) in depot 1. 

Finally, the emissions resulting from processing and transporting 
waste in the waste management system were estimated and displayed in 
Table 3, where it is noted that the average emission from depots, 
collection stations, and recycling centers is 16.82 kg/day. The higher 
emissions were emitted from recycling centers 60211.60 g; because of 
the advanced processes applied in recycling centers. In contrast, at the 
depots the waste does not require advance processes, so the emissions 
were 12649.20 g. These values can provide valuable information to 
transportation planning engineering on the effect of system emission on 
environment sustainability. 

The utilization results for all collection stations and recycling centers 
over six-day period are displayed in Table 4. It is noted that the smallest 
satisfaction values for collection stations and recycling centers are 80% 
and 90%, respectively, which indicates acceptable utilization. The 
transported quantities for collection station 1 and recycling center 1 
were the highest because the lower transportation costs. Thus, the 
highest average utilization for collection stations was found in collection 
station 1. As well, recycling center 1 achieved the highest utilization. 
The differences in utilization percentages were occurred because of the 
transported quantities. 

The generated energy from processing wastes is different due to the 
operational capacities and waste types. Currently, the ADP are not 
operated in Jordan and there is lack of data about wastes. In similar 
studies, it was reported that the energy potential of 584 tons/day MSW is 

Table 2 
Costs of the system.   

Day Depot Collection station Landfill Recyclingcenter Aerobic Digestion Plant 
1 2 1 2 3  1 2 3 ADP 

TVC ($) 1 - - 2150.00 1200.00 1200.00 409.50 1919.00 1197.00 1206.50 1535.63 
2 - - 2690.00 1560.00 1560.00 809.55 2665.70 2449.10 2220.15 4397.40 
3 - - 2807.00 1681.50 1668.00 206.82 2889.71 2789.01 1863.05 7511.02 
4 - - 2806.02 1670.51 1558.00 306.52 2889.71 2789.01 1863.05 7511.02 
5 - - 2150.00 1355.80 1106.60 417.50 1939.00 1197.00 1206.50 1535.63 
6 - - 2570.00 1560.00 1560.00 709.55 2665.70 2449.10 2220.15 4397.40 

On average ($/day) - - 2528.84 1504.63 1442.10 476.57 2494.80 2145.04 1763.23 4481.35 
TQC ($) 1 1753.50 1449.00 1280.55 792.00 986.40 - 472.50 342.90 285.12 - 

2 1744.05 1392.30 1656.03 1018.80 1255.44 - 742.46 752.76 567.72 - 
3 1681.05 1429.16 348.00 254.84 302.40 - 1105.65 689.58 857.76 - 
4 1744.05 1392.30 1656.03 1018.80 1255.44 - 742.46 752.76 567.72 - 
5 1681.05 1429.16 348.00 254.84 302.40 - 1105.65 689.58 857.76 - 
6 1753.50 1449.00 1280.55 792.00 986.40 - 472.50 342.90 285.12 - 

On average ($/day) 1726.20 1423.49 1094.86 688.55 848.08 - 773.54 595.08 570.12 - 
TTC ($) 1 389.39 320.43 279.29 172.63 216.00 - 108.89 80.52 66.43 - 

2 385.31 309.91 372.92 236.68 279.08 - 166.53 164.70 132.86 - 
3 374.75 315.25 335.50 226.55 261.26 - 187.88 148.84 159.03 - 
4 374.75 315.25 335.50 226.55 261.26 - 166.53 164.70 132.86 - 
5 385.31 309.91 279.29 172.63 216.00 - 187.88 148.84 159.03 - 
6 385.31 309.91 372.92 236.68 279.08 - 108.89 80.52 66.43 - 

On average ($/day) 382.47 313.44 329.24 211.95 252.11 - 154.43 131.35 119.44 -  

Table 3 
Total emissions resulting from system.  

Stage Component Sources Total (g) 

Depots Depot 1 Emissions (g) 1851.30 
Emissions from NTijt (g) 5223.04 

Depot 2 Emissions (g) 1596.60 
Emissions from NTijt (g) 3978.20 

Total ¼ 12649.20 
Collection Station 

(CS) 
CS1 Emissions (g) 7952.88 

Emissions from NTjlt and 
NTjrt (g) 

4452.70 

CS2 Emissions (g) 4619.16 
Emissions from NTjlt and 
NTjrt (g) 

2876.58 

CS3 Emissions (g) 4605.12 
Emissions from NTjlt and 
NTjrt (g) 

3251.80 

Total¼ 27758.20 
Landfill L1 Emissions 323.44 
Recycling Center 

(RC) 
RC1 Emissions (g) 5350.10 

Emissions from NTrmt (g) 1974.00 
RC2 Emissions (g) 4606.18 

Emissions from NTrmt (g) 1915.60 
RC3 Emissions (g) 3786.30 

Emissions from NTrmt (g) 1525.92 
Total ¼ 60211.60 

Anaerobic digestion 
plant 

ADP Emissions (g) 3024.70 

The average amount of emissions from the system over 6 days 16820 g/ 
day  

Table 4 
Utilization results for collection stations and recycling centers.  

Utilization in Collection Stations 
Day (t) 1 2 3 4 5 6 On average 

CS1 93% 98% 100% 84% 88% 89% 92% 
CS2 80% 80% 81% 89% 83% 87% 83% 
CS3 80% 80% 80% 90% 90% 81% 84% 
Utilization in Recycling Centers 
Day (t) 1 2 3 4 5 6 On average 
RC1 99% 90% 90% 95% 96% 96% 94% 
RC2 90% 94% 92% 91% 95% 93% 93% 
RC3 91% 98% 90% 94% 92% 92% 93%  
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about 3244 MWh, and the electrical power of the same quantity is about 
41 MW whereas the power to grid is about 27 MW [31]. Table 5 sum-
marized the expected generated energy from the transported quantities 
to ADP. 

4.2. Sensitivity analysis 

Further analysis was conducted on each objective function over six- 
day period. The beginning inventories are zero for all stages on the first 
day. The quantities that entered the depot are 650, 440, 440, 710, 750, 
and 550 tons on days 1 to 6, respectively. When the objective function 
only considered minimizing the GHG emissions (case 2) from waste 
transportation, the average GHG emissions per day are 14.21 kg/day. 
However, the average processing cost incurred is 138.78 $/ton and the 
average quantity transferred to the anaerobic digestion plant is 282.52 
ton/day. A comparison between the total emissions is displayed in  
Fig. 5. In this case 2, the optimization model only aims to minimize the 
GHG emissions. In all days, the total emissions were slightly reduced. 
The results showed a reduction of GHG emissions by 0.05, 0.83, 0.59, 
1.21, 1.44, and 3.07 kg over six-day period, respectively. 

However, when only minimizing total costs (case 3) was considered 
as the objective function, the average processing cost over six-day period 
is 155.91 $/ton. While the average GHG emissions per day are 19.40 kg/ 
day and the average quantity transferred to the anaerobic digestion 
plant is 298.76 ton/day. A comparison between the optimal costs is 
displayed in Fig. 6, where it is noticed that the incurred costs fluctuated 
between 257.82 ($/ton) on day 3 and 90.70 ($/ton) on day 5. The 
largest cost reduction was achieved in day 3 by 49.5 ($/ton). On the 
other hand, the smallest reduction was found to be 0.68 ($/ton) in day 6. 
The rates of cost reduction over the 6 days change in response to the 
transported quantities, and transportation. 

Finally, when solving the model to maximize the total quantities only 
(case 4), and the average quantity transferred to the anaerobic digestion 
plant over the six-day period is 451.22 ton/day, while the average 
processing cost is 236.73 $/ton and the average GHG emissions are 
20.64 kg/day. A comparison between the total quantities transported is 
displayed in Fig. 7. The objective function in case 4 was aimed to 
maximize the total transported quantities to ADP. Mostly, over the six- 
day period the transported quantities to ADP were increased. For 
example, an increasing by 4.82, 5.31, and 30.81 ton were achieved in 
days 1, 5, and 6, respectively. 

Table 6 shows a comparison between all case studies with respect to 
the objective functions (Total costs, GHG emissions, and Transported 
quantities). In conclusion, the introduced optimization model is not 

Day (t) Entering Q, Qrmt Energy potential (MWh) Electrical power (MW) Power to grid (MW) 

1 102.38 568.70 7.19 4.73 
2 190.79 1059.80 13.39 8.82 
3 207.57 1153.01 14.57 9.60 
4 250.62 1392.14 17.59 11.59 
5 294.9 1638.11 20.70 13.63 
6 289.19 1606.39 20.30 13.37 
On average 222.58 1236.36 15.63 10.29  

Fig. 5. Comparison between total emissions for Case 1 and Case 2.  

Fig. 6. Comparison between costs for Case 1 and Case 3.  

Fig. 7. Comparison between the quantities for Case 1 and Case 4.  

Table 6 
Comparison between all applied case studies.  

Case study Total 
costs 
($/ton) 

Total GHG 
emissions (kg/ 
day) 

The transported 
quantities (ton/ 
day) 

Case 1 (All objective 
functions were 
considered) 

165.22 16.82 222.58 

Case 2 (Minimizing 
GHG emissions only) 

138.78 14.21 282.52 

Case 3 (Minimizing 
incurred costs only) 

155.91 19.4 298.76 

Case 4 (Maximizing the 
transported 
quantities only) 

236.73 20.64 451.22  

Table 5 
The expected generated energy in ADP.  
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Day (t) Day 1 Day 2 Day 3 
Depot Depot 1 Depot 2 Depot 1 Depot 2 Depot 1 Depot 2 

Beginning Inv., Eb
i(t− 1) 0.00 0.00 105.00 90.00 103.50 87.00 

Entering Q, Qhit 350.00 300.00 240.00 200.00 230.00 210.00 
Q in depot, Qit 350.00 300.00 345.00 290.00 333.50 297.00 
Exiting Q, Qit

out 245.00 210.00 241.50 203.00 233.45 207.90 
Ending Inv., Ef

it
105.00 90.00 103.50 87.00 100.05 89.10 

Day (t) Day 4 Day 5 Day 6 
Beginning Inv., Eb

i(t− 1) 100.05 89.10 123.02 146.73 141.90 164.02 

Entering Q, Qhit 310.00 400.00 350.00 400.00 250.00 300.00 
Q in depot, Qit 410.05 489.10 473.02 546.73 391.90 464.02 
Exiting Q, Qit

out 287.04 342.37 331.11 382.71 274.33 324.81 
Ending Inv., Ef

it
123.02 146.73 141.90 164.02 117.57 139.21 

Day (t) Day 1 Day 2 Day 3 
Collection Center CS1 CS2 CS3 CS1 CS2 CS3 CS1 CS2 CS3 
Beginning Inv., Eb

j(t− 1) 0.00 0.00 0.00 64.50 36.00 36.00 80.70 46.80 46.80 

Entering Q, Qijt 215.00 120.00 120.00 204.50 120.00 120.00 199.45 121.90 120.00 
Q in collection, Qjt 215.00 120.00 120.00 269.00 156.00 156.00 280.15 168.70 166.80 
Q to landfill, Qjlt 43.00 24.00 24.00 40.90 24.00 24.00 39.89 24.38 24.00 
Q to recycling, Qjrt 107.50 60.00 60.00 147.40 85.20 85.20 128.20 76.84 76.08 
Ending Inv., Ef

jt
64.50 36.00 36.00 80.70 46.80 46.80 112.06 67.48 66.72 

Day (t) Day 4 Day 5 Day 6 
Beginning Inv., Eb

j(t− 1) 112.06 67.48 66.72 93.62 80.37 88.72 89.23 102.11 101.61 

Entering Q, Qijt 200.00 200.41 229.00 203.82 260.00 250.00 200.15 200.00 199.00 
Q in collection, Qjt 312.06 267.89 295.72 297.44 340.37 338.72 289.38 302.11 300.61 
Q to landfill, Qjlt 62.41 53.58 59.14 59.49 68.07 67.74 57.88 60.42 60.12 
Q to recycling, Qjrt 156.03 133.94 147.86 148.72 170.18 169.36 144.69 151.05 150.31 
Ending Inv., Ef

jt
93.62 80.37 88.72 89.23 102.11 101.61 86.81 90.63 90.18 

Day (t) Day 1 Day 2 Day 3 
Landfill L1 L1 L1 
Beginning Inv., Eb

l(t− 1) 0.00 91.00 179.90 

Entering Q, Qjlt 91.00 88.90 88.27 
Q in landfill, Qlt 91.00 179.90 268.17 
Ending Inv., Ef

lt
91.00 179.90 268.17 

Day (t) Day 4 Day 5 Day 6 
Beginning Inv., Eb

l(t− 1) 268.17 443.30 638.61 

Entering Q, Qjlt 175.13 195.30 178.42 
Q in landfill, Qlt 443.30 638.61 817.03 
Ending Inv., Ef

lt
443.30 638.61 817.03 

Day (t) Day 1 Day 2 Day 3 
Recycling Center RC1 RC2 RC3 RC1 RC2 RC3 RC1 RC2 RC3 
Beginning Inv., Eb

r(t− 1) 0.00 0.00 0.00 30.00 19.05 19.20 42.00 37.46 36.36 

Entering Q, Qjrt 100.00 63.50 64.00 110.00 110.00 97.80 109.92 63.00 108.20 
Q in recycling, Qrt 100.00 63.50 64.00 140.00 124.85 121.20 151.92 100.46 144.56 
REVt 25.00 15.88 16.00 27.50 26.45 25.50 27.48 15.75 27.05 
Q to plant, Qrmt 45.00 28.58 28.80 70.50 60.95 59.34 78.86 54.57 74.14 
Ending Inv., Ef

rt
30.00 19.05 19.20 42.00 37.46 36.36 45.58 30.14 43.37 

Day (t) Day 4 Day 5 Day 6 
Beginning Inv., Eb

r(t− 1) 45.58 30.14 43.37 43.67 50.39 73.01 73.10 45.12 78.38 

Entering Q, Qjrt 100.00 137.83 200.00 200.00 100.00 188.26 106.00 200.05 140.00 
Q in recycling, Qrt 145.58 167.97 243.37 243.67 150.39 261.27 179.10 245.17 218.38 
REVt 36.40 41.99 60.84 60.92 37.60 65.32 44.78 61.29 54.60 
Q to plant, Qrmt 65.51 75.59 109.52 109.65 67.68 117.57 80.60 110.33 98.27 
Ending Inv., Ef

rt
43.67 50.39 73.01 73.10 45.12 78.38 53.73 73.55 65.51 

Day (t) Day 1 Day 2 Day 3 
Anaerobic digestion plants M1 M1 M1 
Beginning Inv., Eb

m(t− 1) 0.00 102.38 293.16 

Entering Q, Qrmt 102.38 190.79 207.57 
Q in plant, Qmt 102.38 293.16 500.73 
Ending Inv., Ef

mt
102.38 293.16 500.73 

Day (t) Day 4 Day 5 Day 6 
Beginning Inv., Eb

m(t− 1) 500.73 751.35 1046.25 

Entering Q, Qrmt 250.62 294.90 289.19 
Q in plant, Qmt 751.35 1046.25 1335.44 
Ending Inv., Ef

mt
751.35 1046.25 1335.44  

Table B-1 
Optimal waste quantities to be transported (tons).  
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biased for specific objective function. Moreover, the formulated con-
straints should control the absence of any eliminated objective function. 
Case 1 (all objective functions were considered) showed more moderate 
results. Although case 2 (minimizing GHG emissions only) presented 
more optimal results in costs, GHG emissions, and transported quanti-
ties; but because the higher transported quantities that exceeded the 
preferable limits the utilization of collection stations and recycling 
centers were decreased. In case 3 (minimizing incurred costs only), with 
enforcing the optimization model to minimize the incurred costs only; it 
showed a good response but with higher GHG emissions. For case 4 
(maximizing the transported quantities only), in response to the objec-
tive function high quantities were transported without restrictions on 
costs and GHG emissions. 

5. Conclusions

MSW management system is a crucial public health service, which
requires instant and powerful attention from decision makers during and 
aftermath of the COVID-19 crisis. However, the COVID-19 crisis has 
affected the industries on many levels. The volume of recyclable wastes 
was significantly increased during COVID-19 outbreak especially in the 
lockdown periods. Then, the decision makers should respond to this 
public health emergency by improving the MSW management system. 
Consequently, the objective of this article was to establish a more effi-
cient MSW management system which maximizes the percentage of 
waste transported from depots to anaerobic digestion plants for recovery 
and recycling using mathematical optimization model. The model was 

built to maximize waste transported while minimizing both trans-
portation costs and greenhouse gas emissions using different types of 
available trucks and ensuring sufficient utilization of the system. Results 
showed that, a quantity of 3540 tons of waste was assumed to enter the 
depot over a period of six-days. Accordingly, the model determined that 
an optimal quantity of waste could be transported from all depots to 
anaerobic digestion plants using 686 trips out of 1026 available trips 
with minimal environmental impacts. Revenues could be generated 
using 670.35 tons of non-organic recyclable waste. 

In addition, the average optimal quantity which entered the anaer-
obic digestion plant was 222.58 ton/day of waste and this could 
potentially generate approximately 1236.36 MWh of energy potential, 
15.63 MW of electrical power, and 10.29 MW power to grid. The min-
imal average system cost of this would be 165.22 $/ton. With the aid of 
the recommended waste management system and its optimization 
model, the public municipalities could utilize research results in devel-
oping effects plans that lead to reduce SWM transportations costs and 
enhance facilities utilization. In addition, the proposed optimization 
models supports building a sustainable MSW system that is valuable 
under normal and unexpected conditions; such as, COVID-19 outbreak. 
More importantly, 1 MW of electricity can be generated for each 50 tons 
of waste thus contributing to the major goal of the “green city” concept, 
which are found consistent with the obtained results by relevant studies 
on the same field. Future research considers analyzing the MSW system 
over longer periods with separation process at the source and stochastic 
collected quantities. 

Depot to collection station 
Day (t) Day 1 Day 2 Day 3 

Depot i Available Trips 
(R1, R2, R3) 

Actual Trips 
(R1, R2, R3) 

Available Trips 
(R1, R2, R3) 

Actual Trips 
(R1, R2, R3) 

Available Trips 
(R1, R2, R3) 

Actual Trips 
(R1, R2, R3) 

Depot 1 (12,15,4) (12,15,2) (12,12,10) (12,12,7) (14,12,6) (14,12,0) 
Depot 2 (16,15,4) (13,10,0) (16,9,4) (14,8,0) (14,12,4) (12,11,0) 
Day (t) Day 4 Day 5 Day 6 
Depot 1 (14,12,6) (14,12,0) (16,15,4) (13,10,0) (16,9,4) (14,8,0) 
Depot 2 (12,15,4) (12,15,2) (14,12,4) (12,11,0) (12,12,10) (12,12,7) 
Collection station (CS) to Landfill 
Day (t) Day 1 Day 2 Day 3 
CS j Available Trips 

(R1, R2, R3) 
Actual Trips 
(R1, R2, R3) 

Available Trips 
(R1, R2, R3) 

Actual Trips 
(R1, R2, R3) 

Available Trips 
(R1, R2, R3) 

Actual Trips 
(R1, R2, R3) 

CS1 (4,3,0) (2,3,0) (2,3,0) (2,3,0) (4,3,4) (4,0,0) 
CS2 (4,2,4) (2,0,1) (2,0,4) (2,0,1) (6,0,0) (3,0,0) 
CS3 (4,3,0) (0,3,0) (4,6,0) (0,3,0) (2,6,4) (0,3,0) 
Day (t) Day 4 Day 5 Day 6 
CS1 (6,0,0) (3,0,0) (2,6,4) (0,3,0) (4,6,0) (0,3,0) 
CS2 (4,3,0) (0,3,0) (4,2,4) (2,0,1) (2,3,0) (2,3,0) 
CS3 (2,0,4) (2,0,1) (4,3,4) (4,0,0) (4,3,0) (2,3,0) 
Collection station (CS) to Recycling Centers (RCs) 
Day (t) Day 1 Day 2 Day 3 
CS j Available Trips 

(R1, R2, R3) 
Actual Trips 
(R1, R2, R3) 

Available Trips 
(R1, R2, R3) 

Actual Trips 
(R1, R2, R3) 

Available Trips 
(R1, R2, R3) 

Actual Trips 
(R1, R2, R3) 

CS1 (4,3,12) (4,3,11) (10,6,4) (10,6,0) (14,3,0) (13,0,0) 
CS2 (4,0,12) (4,0,5) (10,0,0) (9,0,0) (6,6,9) (5,3,1) 
CS3 (4,3,8) (4,2,1) (8,3,0) (7,2,0) (8,0,4) (8,0,0) 
Day (t) Day 4 Day 5 Day 6 
CS1 (10,0,0) (9,0,0) (4,3,12) (4,3,11) (8,3,0) (7,2,0) 
CS2 (6,6,9) (5,3,1) (4,3,8) (4,2,1) (4,0,12) (4,0,5) 
CS3 (14,3,0) (13,0,0) (8,0,4) (8,0,0) (10,6,4) (10,6,0) 
Recycling centers to Anaerobic digestion plants 
Day (t) Day 1 Day 2 Day 3 
RC r Available Trips 

(R1, R2, R3) 
Actual Trips 
(R1, R2, R3) 

Available Trips 
(R1, R2, R3) 

Actual Trips 
(R1, R2, R3) 

Available Trips 
(R1, R2, R3) 

Actual Trips 
(R1, R2, R3) 

RC1 (0,6,9) (0,6,0) (4,4,3) (4,4,0) (8,6,0) (8,0,0) 
RC2 (0,2,4) (0,2,4) (8,2,2) (5,1,1) (8,2,2) (4,2,0) 
RC3 (4,4,6) (3,0,0) (6,0,0) (6,0,0) (3,10,4) (2,7,0) 
Day (t) Day 4 Day 5 Day 6 
RC1 (8,2,2) (4,2,0) (0,6,9) (0,6,0) (3,10,4) (2,7,0) 
RC2 (8,6,0) (8,0,0) (6,0,0) (6,0,0) (0,2,4) (0,2,4) 
RC3 (4,4,3) (4,4,0) (4,4,6) (3,0,0) (8,2,2) (5,1,1)  

Table B-2 
Optimal number of trips between stages.  
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Appendix A. Nomenclature  

(a) Decision variables

Variable Description 

Qit Waste quantity at depot i on day t. 
Qjt Waste quantity at collection station j on day t. 
Qrt Waste quantity at recycling center r on day t. 
Qlt Waste quantity at the landfill l on day t. 
Qmt Waste quantity at anaerobic digestion plant m on day t. 
Qijt Waste quantity transported from depot i to collection station j on day t. 
Qjrt Waste quantity which is transported from collection station j to recycling center r on day t. 
Qjlt Waste quantity which is transported from collection station j to landfill l on day t. 
Qrmt Waste quantity that is transported from recycling center r to anaerobic digestion plant m on day t. 
NTuijt Number of trips by truck type u from depot i to collection station j on day t. 
NTujrt Number of trips by truck type u from collection station j to recycling center r on day t. 
NTujlt Number of trips by truck type u from collection station j to landfill l on day t. 
NTurmt Number of trips by truck type u from recycling center r to anaerobic digestion plant m on day t. 
REVt Generated revenues on day t. 
Ef

it
Ending inventory at depot i on day t. 

Ef
jt

Ending inventory at collection station j on day t. 

Ef
lt

Ending inventory at landfill l at on day t. 

Ef
rt

Ending inventory at recycling center r on day t. 

Ef
mt

Ending inventory at anaerobic digestion plant m on day t. 
δ−j  Negative deviation from the preferable target for collection station j. 
δ+j  Positive deviation from the preferable target for collection station j. 
δ−r  Negative deviation from the preferable target for recycling center r. 
δ+r  Positive deviation from the preferable target for recycling center r. 
ηj Utilization membership function of collection station j. 
ηr Utilization membership function of recycling center r.    

(a) Model parameters

Parameter Description 

Qhit Quantity of waste transported to depot i from cluster h on day t. 
Eb

i(t− 1) Beginning inventory at depot i on day (t-1). 

Eb
j(t− 1) Beginning inventory at collection station j from previous day (t-1). 

Eb
l(t− 1) Beginning inventory at landfill l from previous day (t-1). 

Eb
r(t− 1) Beginning inventory at recycling center r from previous day (t-1). 

Eb
m(t− 1) Beginning inventory at anaerobic digestion plant m from previous day (t-1). 

Λ Ratio of ending inventory. 
RL A proportion of waste that is moved to L landfill. 
RR A proportion of waste that generates R revenues. 
Ci Capacity of depot i. 
Cj Capacity of collection station j. 
Cl Capacity of landfill l. 
Cr Capacity of recycling center r. 
Cm Capacity of anaerobic digestion plant m. 
NTAuijt Available trips of trucks type u on day t to ship waste from depot i to collection station j. 
NTAujrt Available trips of trucks type u on day t to ship waste from collection station j to recycling center r. 
NTAujlt Available trips of trucks type u on day t to ship waste from collection station j to landfill l. 
NTAurmt Available trips of trucks type u on day t to ship waste from recycling center r to digestion plant m. 
GHI Amount of of GHG emitted from processing one ton of waste (g/ton) at I depots. 

(continued on next page) 
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(continued ) 

Parameter Description 

GHJ Amount of of GHG emitted from processing one ton of waste (g/ton) at J collection stations. 
GHR Amount of GHG emitted from processing one ton of waste (g/ton) at R recycling centers. 
GHL Amount of of GHG emitted from processing one ton of waste (g/ton) at L landfills. 
GHM Amount of of GHG emitted from processing one ton of waste (g/ton) at M digestion plants. 
GHu Amount of of GHG emitted (g/km) from truck type u. 
FCi Fixed cost per day for depot i. 
FCj Fixed cost per day for collection station j. 
FCr Fixed cost per day for recycling center r. 
FCl Fixed cost per day for landfill l. 
FCm Fixed cost per day for anaerobic digestion plant m. 
VCj Variable cost per day at collection station j. 
VCr Variable cost per day at recycling center r. 
VCl Variable cost per day at landfill l. 
VCm Variable cost per day at digestion plant m. 
α Transportation cost ($/ton × km). 
dij Distance travelled from depot i to collection station j. 
djr Distance travelled from collection station j to recycling center, r. 
djl Distance travelled from collection station j to landfill l. 
drm Distance travelled from recycling center r to anaerobic digestion plant m. 
Τ Fuel cost per Litre ($/L). 
TCu Fuel consumption of truck type u. 
Ru Capacity of transportation truck type u. 
Qu

j  Upper limit of the preferable quantity target at collection station j. 

Ql
j Lower limit of the preferable quantity target at collection station. 

Qu
r Upper limit of the preferable quantity target of recycling center r. 

Ql
r Lower limit of the preferable quantity target of recycling center r. 

Δ−
j  Maximum negative allowable deviation from the lower preferable target Ql

j at collection station j. 
Δ+

j  The maximum positive allowable deviation from the upper preferable target Qu
j at collection station j. 

Δ−
r  The maximum negative allowable deviation from the lower preferable target Ql

r at recycling center r. 
Δ+

r  The maximum positive allowable deviation from the upper preferable target Qu
r at recycling center r. 

θj  The minimum required utilization of collection station j. 
θr  Minimum acceptable utilization of recycling center r.  

Appendix B. Table 
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An ensemble machine learning model for the prediction of danger 
zones: Towards a global counter-terrorism 
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Ensemble machine learning 
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A B S T R A C T

Terrorism can be described as the use of violence against persons or properties to intimidate or coerce a gov-
ernment or its citizens to some certain political or social objectives. It is a global problem which has led to loss of 
lives and properties and known to have negative impacts on tourism and global economy. Terrorism has also 
been associated with high level of insecurity and most nations of the world are interested in any research efforts 
that can reduce its menace. Most of the research efforts on terrorism have focused on measures to fight terrorism 
or how to reduce the activities of terrorists but there are limited efforts on terrorism prediction. The aim of this 
work is to develop an ensemble machine learning model which combines Support Vector Machine and K-Nearest 
Neighbor for prediction of continents susceptible to terrorism. Data was obtained from Global Terrorism Data-
base and data preprocessing included data cleaning and dimensionality reduction. Two feature selection tech-
niques, Chi-squared, Information Gain and a hybrid of both were applied to the dataset before modeling. 
Ensemble machine learning models were then constructed and applied on the selected features. Chi-squared, 
Information Gain and the hybrid-based features produced an accuracy of 94.17%, 97.34% and 97.81% respec-
tively at predicting danger zones with respective sensitivity scores of 82.3%, 88.7% and 92.2% and specificity 
scores of 98%, 90.5% and 99.67% respectively. These imply that the hybrid-based selected features produced the 
best results among the feature selection techniques at predicting terrorism locations. Our results show that 
ensemble machine learning model can accurately predict terrorism locations.   

1. Introduction

Terrorism is a global menace which has stayed with humanity since
the ancient times. It is a global concern because it has led to loss of lives, 
properties and insecurity, both nationally and globally. Previous studies 
have shown that the level of insecurity and uncertainty caused by 
terrorism has influenced decision-making to the extent that many people 
now make more conservative and less risky decisions often as a way of 
compensating for the feelings of insecurity caused by the disasters 
associated with terrorism [1]. One of the most popular terrorist activities 
is the 9/11 which has not only been recorded as one of the deadliest 
single attacks in history but also has attracted world’s attention to the 
dire need of investigating, predicting and cubing this social and eco-
nomic enemy called terrorism. Although terrorism has often been 

defined in a way that is specific to the subject-matter of the particular 
convention, it is described by Title 22 of the U. S. code as politically 
motivated violence perpetrated in a clandestine manner against 
non-combatants [2]. It is often committed so as to create a fearful state 
of mind in an audience very often different from the victims. Although 
some have argued that terrorism has some positive implications, the fact 
is that it cannot be reasonable even if it was later discovered to be benign 
[3]. This was premised on the fact that any action exhibited against a 
representative public order is an illicit act and can be characterized as 
oppressive and illegitimate. This is because terrorism itself is associated 
with violence, extremism, intimidation and acts against public and so-
cial order [4]. Terrorism has also been found to be associated with 
anti-colonial movement, cruelty and rivalry among political opponents 
[5, 6]. 
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where Pi is the ratio of conditional attribute P in the given dataset, Sj is 
the index for each attribute. The information gain implementation yields 
scores for each attribute which ranks based on importance. The higher 
the information gain score, the more contributive the feature is to the 
target variable. 

Some research works have been done in the application of statistical, 
machine learning and deep learning techniques to the Global Terrorism 
Database (GTD) towards countering global terrorisms. Some authors 
have applied machine learning techniques such as Naïve Bayes (NB), K- 
Nearest Neighbors (KNN), Decision Trees and Support Vector Machine 
(SVM) to predict the terrorist groups responsible for a given incident 

[18, 19]. Some authors have also developed a recommender system 
using deep learning to predict the rate at which terrorists spread online 
propaganda [20]. A hazard grading model has been developed for the 
quantification of terrorist attacks using K-Means clustering [21]. The 
success of terrorist activities has also been predicted using Decision Tree 
Algorithms [22]. Some researchers also predicted if a particular terrorist 
attack is targeted at a government official, civilians, military, business or 
others [23]. Similar work on the computational approaches to terrorism 
prediction have also been reported in previous studies [24, 25] and [26]. 
Whether a given terrorist attack will be claimed by a known group or not 
has also been established by recent researchers using different machine 
learning techniques [27]. In another dimension, it is noted that none of 
these works has predicted locations, that is, continents where a given 
kind of terrorism can occur. This is a novelty of this work. Such infor-
mation can aid the War on Terrorism, improve security consciousness 
and serves as good advice for tourists. In this work, we proposed an 
ensemble computational model for the prediction of danger zones as it 
relates to terrorism attacks. 

2. Materials and methods

2.1. Study workflow

We developed a workflow for the study to guide the project execu-
tion. This workflow includes preprocessing, feature selection, training, 
testing and prediction (Fig. 1). It shows the systematic approach taken 
by the researchers in actualizing the study. The Global Terrorism 
Database (GTD) was used for this study. The dataset was preprocessed 
and split into training and testing. The ensemble machine learning 
model consists of Support Vector Machine (SVM) and K-Nearest 
Neighbors (KNN). The system learned from the training set and its ef-
ficiency was evaluated with the testing set. This bottom up approach 
helped us to anticipate all that could be needed for the study and we 
made efforts towards getting them. These components are described in 
the following sub-sections. 

2.2. Data description 

In this study, we obtained terrorism dataset from the University of 
Maryland’s online repository known as the Global Terrorism Database 
(GTD). The data is maintained by the National Consortium for the Study 
of Terrorism and Responses to Terrorism (START). The data description 
shows that an incident is categorized and recorded as terrorism if it 
meets any two of these three criteria: (1) if it is intentional, (2) if it 
entails some level of violence or immediate threat of violence and (3) if 
the perpetrators of the violence are sub-national actors. This dataset 
contains incidents of terrorism and attacks that were collected from 
news sources all over the world [28]. The GTD contains 181,691 in-
stances of recorded incidents of terrorism attacks recorded from July 
1970 to December 2017 from all countries of the world (Fig. 2, Table 1). 
The dataset has 139 attributes, many of which are sparse due to missing 
data. Detailed description of this dataset is available elsewhere [28-30]. 
In order to give our model a very good statistical power and to reduce 
fitting error, we removed all the attacks that do not have complete in-
formation required for the modeling. 

2.3. Data pre-processing 

The GTD was preprocessed via data cleaning, discretization, dupli-
cate removal and normalization. To clean the data, columns which 
describe the same features were combined and only one of such was 
retained and some extracted features replaced some feature subset. For 
instance, we removed the column for event ID and retained day, month 
and year of occurrence. Columns with 20% or less of missing data were 
also removed to reduce the effect of missing data on our model. This 
reduced the number of features from 139 to 46. Data discretization was 

The inclinations and impacts of terrorist activities are often quanti-
fied and assessed by the number of incidents and casualties [4]. The 
causes of terrorism can be categorized into three layers; the situational 
factor, the strategic factors and the individual factors [6]. The situa-
tional factors include conditions that allow the possibility of radicali-
zation and motivate feelings against the enemy as well as specific 
triggers for actions. The factors may, in the short run, mean an act to 
advertise a course; but its long term (strategic) factors may point to a 
political change, nationalists, and revolution or separatist movements. 
It may also seek to disrupt and discredit the process of government, 
in-fluence public attitude and prevent good governance, instill fear 
and sympathy as well as provoke a counter-reaction to legitimize 
their grievances. The individual factors deal with the worldview, 
psychology and character traits of terrorists. It assumes that terroristic 
personality or predisposition exists in humans. 

The danger of terrorism to lives and properties in a global sense 
and the need to cub it is a good justification for this work. The impact 
of the application of machine learning and artificial intelligence to 
curbing the spread of terrorism cannot be overemphasized, the 
techniques of which can help prevent and combat terrorism, help the 
government and other policy-makers make informed decisions, 
concertize citizens and pilgrims on the kind of terrorism activities a 
particular region is exposed to and, indeed provide a cost-effective 
means of protecting lives and properties of citizens [5-9]. Machine 
learning can be used to make predictions about terrorism with such 
information as financial transactions, travel patterns, activities, as 
well as publicly available information such as social media. The 
expected outcome of this study will highlight the importance of 
global terrorism data and the ability to obtain useful in-formation 
from them vis-à-vis counter-terrorism [10, 11]. 

Datasets for machine learning prediction may contain hundreds of 
attributes, many of which may be irrelevant to the mining task, hence, 
the need for feature selection. Feature selection is an important exercise 
for providing further insights and pre-insights into any given dataset. It 
can also form a crucial part of data preprocessing especially in the case 
of machine learning models [12, 13]. It helps in assigning a score to the 
predictive variables based on how the explain the target variable [14]. 
Feature importance can be manual, statistical or machine learning 
based. Chi-Square feature selection compares each feature against the 
target variable to measure their relative dependence which has been 
widely used in literature [15-17]. Information gain is another effective 
feature selection technique. It works by calculating the reduction in 
entropy by splitting the dataset according to a given value of a random 
variable. Information gain is defined in Eqs. (1), (2) and (3). 
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Fig. 1.. Workflow of the proposed model.  

Fig. 2.. Map of the world showing the incidence of Terrorism 
Source: Global Terrorism Data (https://start.umd.edu/news/global-terrorism-decreases-2018-recent-uptick-us-terrorist-attacks-was-sustained); Fig. 2: Performance 
metrics visualization. 
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done by converting the nominal fields in the GTD dataset into corre-
sponding numerical values and data normalization was done using Eq. 
(4). 

z = (x − min(x))/(max(x) − min(x)) (4)  

where min and max are the respective minimum and maximum values 
for feature x and z is the normalized feature. Normalization is important 
because it reduces the variance of dataset thereby improving the fitness 
of our model and reducing bias. The countries were grouped into con-
tinents and each instance was assigned a continent code generated using 
longitude and latitude. 

2.4. Feature selection 

Two filter-based feature selection methods (Chi-Square and Mutual 
Information Gain) were used in this study to determine the “best fit” 
features in the pre-processed GTD datasets. This allowed us to:  

I identify and focus on the most important features and  
II reduce computation time because less features are relatively 

computationally less expensive. 

Chi Squared and Mutual Information Gain helped in the individual 
ranking of the GTD features from which we selected features with higher 
scores. Hybrid selection was done by selecting the intersection of both 
selection techniques. 

2.5. Modelling and implementation 

Following data pre-processing and feature selection, we proceeded to 
the development of a predictive model using the selected features. Our 
target was to predict the continents of terrorist attack. Our prediction 
model is a mapping function which consists of the training dataset S of 
the original features. If n datasets are selected randomly for training the 
models using the known relevant attributes, the mapping ξ : Xj.k→ Yk 

defined as ξ(Xj.k) = Yk ∀ terrorism incidents, k; where Xj.k are the set of 
attributes, j is the incident counter Y is the output – predicted – class. 
Ensemble models are preferred to single models in order to reduce bias 
and increase the predictive power of the developed system. The moti-
vation for using ensemble models is to reduce the generalization error of 
the prediction [31]. The base models used for the ensemble model were 
SVM and KNN. The dataset was divided to training and testing using 
ratio 70:30. 

SVM and KNN are well known machine learning techniques used for 
classification and they are well described elsewhere [32-34]. SVM is a 
supervised machine learning technique used for labelled prediction. It 
uses the training set to learn the differences between groups to be 
classified. It is also called a maximum-margin classifier because it works 
by finding the optimal margin that best separates the groups to be 
classified SVM has a wide area of application because it can work with 
both linear and non-linear data. It also works well with high dimensional 
data and has high flexibility in modeling data from different sources 
[35]. In the SVM model, radial basis function (RBF) was used to handle 

the non-linearity in the data because it gave a very good result during 
experimentation. Details of KNN models can be found elsewhere 
[36-38]. KNN is also a supervised machine learning algorithm used for 
classification. Similar to SVM, KNN has application in many fields such 
as pattern recognition, data mining and intrusion detection. It is 
non-parametric which means that it does not make any assumption 
about the distribution of the data. It also uses the training set to learn the 
differences between groups to be classified. We evaluated the predictive 
power of the model using measures of sensitivity, specificity, accuracy 
and Area Under Curve (AUC). 

3. Results

The data preprocessing reduced the number of features in the dataset
to 21, these are Month of occurrence, Day of occurrence, Region of 
occurrence, Location, if it is intentional, if it entails some level of 
violence or immediate threat of violence and if the perpetrators of the 
violence must be sub-national actors, Is event clearly a terrorism, Con-
nected to other Attacks, Is Suicide, Type of Attack, Target Type, Na-
tionality of Target, Group Name Known, Not Affiliated to Group, Type of 
Weapon, Number of Fatalities, Property Damaged, Victims in Hostage, 
Ransom Given, Terrorism successful. The features selected from the 
hybridized feature selection process were collated and passed to the 
implemented ensemble classifier. The result of the prediction is pre-
sented in the confusion matrix in Table 1 while Table 2 shows the 
sensitivity, specificity and Area Under Curve (AUC). 

The result shows that North America, Asia and South America have a 
high sensitivity of 0.98 while North America and Europe have a high 
sensitivity of 0.98. North America and South America produced the 
highest Area Under Curve of 0.99. 

Table 2 shows that the AUC for the classes ranged from 0.83 to 0.99 
with North America having the highest area and Oceania having the 
least. Also, the sensitivity ranged from 0.63 to 0.98 with the North 
America having the highest value and Oceania with the least value. The 
specificity ranged from 0.92 to 0.98 with North America having the 
highest value and South America having the least value. 

Table 3 shows the summary result for the performance of the three 
models, i.e. the ensemble model using Chi Square feature selection, In-
formation Gain feature selection and the hybridized method which 
combines the two. The result shows that the model built using the hy-
bridized feature selection method gave the best performance in all the 

CLASS LABELS Predicted  
Total NA AS EU SA AF OC  

Actual 
NA 4403 29 0 61 1 0 4494 
AS 14 33,401 139 78 159 2 33,793 
EU 1 179 6747 0 73 0 7000 
SA 61 48 3 6109 0 0 6221 
AF 5 354 67 0 7920 3 8349 
OC 0 9 0 0 25 68 102 
Total 4484 34,020 6956 6248 8178 73 59,959 

Note: NA → North America, AS → Asia, EU → Europe, SA → South America, AF → Africa, OC → Oceania. 

Table 2. 
Performance of the model per continent showing the sensitivity, specificity and 
AUC.   

Sensitivity Specificity AUC 
NA 0.98 0.98 0.99 
AS 0.98 0.96 0.98 
EU 0.96 0.98 0.98 
SA 0.98 0.92 0.99 
AF 0.95 0.97 0.97 
OC 0.67 0.93 0.83 

Note: NA → North America, AS → Asia, EU → Europe, SA → South America, AF 
→ Africa, OC → Oceania, AUC – Area Under the Curve.

Table 1. 
Confusion matrix of the model predicting continents of terrorist attacks.  
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performance metrics i.e. sensitivity, specificity, accuracy, precision and 
execution time. This is further visualized in Fig. 2. 

4. Discussion

We developed 3 models for predicting the continent of terrorist
attack using ensemble algorithm. The first one was based on Chi-Square 
future selection, the second was based on Information Gain feature se-
lection while the third was based on the combination of Chi-Square and 
Information Gain called the hybridized method. Our results show that 
the hybridized model performed better than the other two. The hy-
bridized model gave accuracy, sensitivity and specificity of 97.81%, 
92.17% and 99.67% respectively which suggests that our model gave an 
excellent performance. These results depicts that the variables selected 
using the combination of Chi-Square and Information Gain predicts with 
a high accuracy the continent in which such a terrorism incident can 
occur 

The main strength of this work is the use of machine learning in the 
prediction of location in which a given terrorism incident can occur. 
Previous works on the GTD have investigated features such as the extent 
of damage of attacks, likelihood of success of a terrorism attempt, likely 
targets of a terrorism incident and groups likely to be perpetrate an 
attack. To the best of our knowledge, none of the existing study worked 
on predicting the location of a terrorist attack. Another strength is the 
use of ensemble model that allowed us to combine two machine learning 
techniques namely SVM and KNN. This could explain the reason why the 
proposed model gave an excellent result. The choice of KNN and SVM 
was another strength. They are known to be fast and perform to be good 
with large dataset [39, 40]. GTD is a large dataset and the proposed 
model ran within 60.13 s which shows that it was time efficient. 

One weakness identified in this study is that continent was predicted 
even though we believed that predicting countries will be better. 
However, this was avoided because this will amount to too many cate-
gories and machine learning models may not give a good result when the 
categories are many. 

5. Conclusion

This study proposed an ensemble machine learning model which
combines Support Vector Machine and K-Nearest Neighbor for predic-
tion of continents susceptible to terrorism. Feature selection was used 
three feature selection techniques, Chi-squared, Information Gain and a 
hybrid of both methods. Our results show that ensemble machine 
learning model can accurately predict terrorism locations. Our results 
further showed that a combination of feature selection techniques offer 
an advantage over a single technique. This work established that 
terrorist location can be predicted using computational technique. This 
has a huge implication in the fight against terrorism and in protection of 
life and properties. 
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Performance 
Metrics 

Chi-Square 
Feature 
Selection 

Information-Gain 
Feature Selection 

Hybridized 
Feature Selection 

Accuracy 94.17% 97.34% 97.81% 
Precision 93.17% 96.50% 96.83% 
F1-Score 85.33% 92.83% 94.33% 
Sensitivity 82.33% 88.67% 92.17% 
Specificity 98.33% 90.50% 99.67% 
Execution time 83.50s 81.47s 60.13s  

Table 3. 
Summary results of all the ensemble model using three feature selection 
techniques.  
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Image steganography using genetic algorithm for cover image 
selection and embedding 

Keywords: 
Genetic Algorithm 
Steganography 
Authentication 
Data integrity 
Carrier image selection 

A B S T R A C T

Data interchange through internet becomes an eminent technique and hence data security has become a big 
challenge in the field of communication with the increased use of internet. Demand for data authentication and 
effective means to control data integrity has been steadily increasing. Such a demand is due to the ease with 
which digital data can be tampered. Thus, cryptography and watermarking can be replaced with steganography 
for secure data communication and data privacy. In this paper, the carrier image is selected such that the 
payload/secret image and least significant bits of carrier image are matched with larger degree of compatibility 
and the hiding process introduces negligible changes in the resulted stego image based on genetic algorithm. In 
the proposed method we have achieved 30 to 40% improvements in the performance when compared to different 
existing methods. Selection of a suitable cover image and hiding the secret data to enhance the imperceptibility is 
a very challenging task. Genetic algorithm is used to ease the work of exploring an impossible task of selection 
from the trillions and millions of combinations.   

1. Introduction

The aim of image steganography is to embed the secret data and
prevent its presence for secret communication. The embedding of the 
secret data in the carrier image results in the stego image and the 
important objective of image steganography is to reduce the difference 
between the stego and carrier image [1]. The elementary parameters 
required to test steganography methods are imperceptibility, embedding 
capacity and security. Achieving all these parameters at once is a chal-
lenging task. For an instance, if we try to enhance the payload capacity, 
the visual quality or security factors may reduce similarly for other 
parameters [2]. LSB replacement steganography is the most conven-
tional digital steganography technique where one can find some im-
provements in the evaluation parameters. In LSB steganography, the 
LSBs of the carrier image pixels are modified/ replaced by the secret 
image pixels. The payload image pixels can be either embedded in all the 
pixels of the carrier image or it can be embedded in a few selected pixels. 
The information about these selected cover pixels for embedding may be 
given through a secret stego-key [3]. In this paper, Image steganography 
using genetic algorithm is proposed to identify a suitable carrier image 
from a database of one hundred carrier images. The carrier image is 

identified based on the compatibility of the secret data and LSB’s of 
carrier image such that the embedding process may leads to very little 
changes in stego image. In the proposed scheme along with identifying 
the carrier image genetic algorithm is used to find different ways to 
rearrange the secret data so that any changes in stego image can be 
minimized. Motivation and contribution of GA in image steganography 
is to identify a suitable carrier image and simultaneously embedding the 
payload data to enhance the visual quality of stego image which is a very 
challenging task. Hence to simplify the complexity incurred in the se-
lection of carrier image from the huge database, Genetic algorithm is 
used. The proposed technique is implemented in two phases. The first 
phase discusses selection and comparison of eight cover images from the 
database of one hundred images. Statistical parameters of payload and 
carrier images are considered in this purpose. In the second phase, 
rearranging the payload data on the selected cover images and compares 
the conditions set, if the condition satisfies then it embeds the payload 
image. There are millions of ways to select the block size and their order 
for rearrangement. Exploring all these possibilities is the most difficult 
process. Hence GA is used to identify the nearest optimum possibility. 
The remaining paper is organized as follows: Section II brief out few 
related literature survey done on the topic selected. Section III explains 
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2. Literature survey

Shah and Bichkar [4] described a Steganography technique based on
Genetic Algorithm to identify best suitable place to embed the co-
efficients selected and identifying quarter portion of an image to hide 2 
bits pixel may leads to computation complexity. Shah and Bichkar [5] 
introduced evolutionary computation methods to select the most suit-
able locations and patterns for payload data hiding. Particle Swarm 
Optimization concept is used to select the possible sequence of data 
embedding and Genetic algorithm is used to find the best suitable pat-
terns to alter payload data in order to generate least amount of modi-
fications in carrier image and the PSNR obtained is around 42db. 
Goldberg [6] author of this book explained both normal and tutorial way 
- the computer concepts, mathematical tools, and research results which
will provide both students and researchers to make use of genetic al-
gorithms in order to solve problems in various fields. Pratik Shah and
Rajankumar Bichkar [7] proposed payload data modification based
image steganography scheme using genetic algorithm. The conditions
and requirements used to alter and modify the payload data are
controlled by genetic algorithm. Flexible chromosome concept is used in
which genetic algorithm interpret the chromosome value in distinct
ways and tries to identify the best suitable parameter that gives good
visual quality stego images, since payload image is modified here
extraction process at the receiver may becomes tedious. Jude Hemanth
et al., [8] described the combined concepts of conventional and modi-
fied Genetic algorithm. Genetic algorithm associated with Fresnelet
Transform and Discrete Ripplet Transform are used for embedding.
Kanan and Bahram [9] proposed a tunable visually good quality image
and spatial domain lossless data technique which depends on a genetic
algorithm (GA) is proposed. PSNR and embedding capacity are used as
evaluation parameters.

Bhattacharya et al.,[10] presented an approach to steganography 
where the payload image is first disturbed by Stego-Key and once again 
disturbed by a genetically developed, session based operator based on 
transposition technique. Followed by this step, the disturbed payload 
image is hidden within the cover image by variable bit exchange by 
making use of a hash function. At the receiver side, extraction of payload 
image from the disturbed image is retrieved by using bottom up concept. 
The session based TO and Stego Key are used to extract the secret image. 
Lin-Yu Tseng et al., [11] described Image embedding techniques used to 
hide a payload image into a carrier image. An improved genetic algo-
rithm and a Pixel Adjustment optimization Process is employed to 
improve the visual quality of a Stego-image. Masoumeh Khodaei and 
Karim Faez [12] proposed an image embedding method by using LSB 
replacement method, where payload image is converted into useless 
picture by making use of a mapping function such that the error with 
respect hidden secret image pixels and LSB pixels of cover image is of 
minimal possible variables. Genetic algorithm is used for setting vari-
ables of mapping function to get the best criterion in the arrangement of 
the pixels. Shah and Bichkar [13] described a Steganography technique 
used to accomplish covert communication. The benefit of using steg-
anography over other hiding techniques is its capacity to conceal the 
existence of secret communication. In steganography with image, the 
message is embedded in the carrier image, such that it generates very 
negligible modifications in the cover image. A genetic algorithm method 
is used to select a carrier image from a set of image database. The chosen 
carrier image should be more suitable with the given message. Further 
the transposition of the secret data is employed to improve the imper-
ceptibility of the stego image. Pramanik et al., [14] Used image 

steganography to hide sensitive data inside a carrier image. To develop 
the technique, this method uses the combination of optimization based 
on Particle Swarm; wavelet transforms based on Bi-Orthogonal concept 
and Genetic Algorithm. Gu and Sun [15] described steganography 
technique based on the genetic algorithm, carry out image simulation on 
various types of mothers. For the images that need to be embedded, 
there may be change in sizes, the mother image can able perform good 
data embedding. There will not be much modification in the parent 
image. Deb et al., [16] discussed Multi-objective algorithms used for 
sorting of pixels based on non-domination and sharing. First fast 
approach on non-dominated sorting with less computational difficulty is 
presented. Second, an operator to select is presented which develops a 
crossing pool by the fusion of the parent and child populations and 
identify the best N possible solutions. Biswas and Bandyapadhay [17] 
introduced Steganography, the hiding technique, where the data is 
hidden in color image in transform domain by making use of Genetic 
Algorithm. Arbitrary multiple bits are considered to hide the message 
and for bits selection they used frequency domain and hash function. 
Yang and Honavar [18] used genetic algorithm to identify proper sub-
sets, to get multi optional estimation in general terms like accuracy and 
costs in connection with the specific features. Lin et al., [19] developed a 
method used for data embedding is the LSB substitution. A genetic al-
gorithm is used to find solution for the problem of embedding data in the 
rightmost m LSBs of the cover image, which may take a large compu-
tation time to solve for the optimal result even when m is large. Wu MN 
et al., [20] suggested a method to enhance the image quality of the 
stego-image, by making use of the LSB substitution and genetic algo-
rithm. Two optimal strategies are suggested one for global optimization 
and the other for local estimation. Mahdi Ramezani and Shahrokh 
Ghaemmaghami [21] described an adaptive steganography method 
which depends on image contrast. Authors exploited the average dif-
ference between the pixels binary level values in 2 × 2 blocks of spatially 
non-overlapping blocks and their mean pixel binary level in order to find 
appropriate blocks for data hiding. 

Ramezani, and Ghaemmaghami [22] make a study on feature-based 
steganalytic method using four different classification methods: Fisher 
linear discriminate, Gaussian naive Bayed, multilayer preceptor, and k 
nearest neighbor, are compared for steganalysis of doubted images. 
They exploited statistics of the histogram, wavelet transforms, center 
location characteristic operator of the histogram and co-occurrence 
blocks for feature extraction process. Genetic algorithm is used to 
minimize the proposed features sizes and to find the best subset. Shen 
Bian Yang and Xiamu Niu [23] recommended a heuristic genetic algo-
rithm method for data embedding in a host image. After hiding the 
payload data in least significant bit of the host image, the values on the 
pixel of steg-image are altered by the genetic algorithm to maintain their 
statistic features. Mandal and Khamrui [24] presented an authentica-
tion/data hiding method through steganography approach and using 
GA. High dimension message/ image can be embedded in spatial domain 
of 3 × 3 masks from the carrier image in major row manner. Four bits of 
the authenticated secret image is hidden per byte of the host image in 
the least significant four bit of each pixel. Mutation is careered on the 
modified image. Nosrati and Karimi [25] authors reviewed at the usage 
of genetic algorithms in steganography. Image steganography along 
with genetic algorithm is one among them to provide good embedding 
capacity and visually less distorted stego image. Hanani et al., [26] the 
authors approached "before embedding hiding techniques" by trying to 
select suitable locations in the host image to hide the data with the less 
modifications of bits. Hence using genetic algorithm segmentation is 
done in order to transform the LSBs and data streams to the groups of 
blocks for embedding. After selecting the locations, payload data blocks 
are hidden and generated a key file to provide the data extraction at the 
given the data addresses. Sethi and Kapoor [27] proposed a Steganog-
raphy technique adopting Elliptic Curve Cryptography and Discrete 
Cosine Transform steganography along with genetic algorithm. 

the basics of genetic algorithm and the proposed algorithm. The 
process of identifying the carrier images and GA implementation 
details are discussed in this section. In Section IV, the results of the 
proposed cover image selection and embedding method is discussed. 
Section V con-cludes the paper where the findings are summarized 
and scope for future works are highlighted. 
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3. Genetic algorithm

Genetic Algorithm is evolved from Darwin’s theory of evolution and
adopts the concept of, “survival of the fittest”. GA is a concept which 
depends on natural selection of fittest individuals in order to reproduce 
offspring. The reproduced off springs will compete among themselves 
for their existence and the one who fit for survival will seed for next 
generation. The number of individuals increases as the generation 
progress. Genetic algorithm undergoes following steps:  

• Process of Natural Selection

The notion of natural selection begins by selecting the fittest in-
dividuals from the crowd. They produce offspring which retain some of 
the features of the parents and this will be added to the next generation. 
Survival of offspring’s depends on the fitness of the parents and the 
process iterates to get fittest individuals in the crowd. This methodology 
can be used for a search problem. 

In general five phases are there in a genetic algorithm.  

• Initial population
• Fitness function
• Selection
• Crossover
• Mutation
• Initial Population

The process starts with a group of individuals called as Population.
Each person can be used to dissolve a problem. A Person is characterized 
by a set of features known as Genes. 

These variables are assigned into a string to develop a solution called 
as Chromosome. Genes are embedded in a chromosome. Binary ones and 
zeros are used to represent set of genes of an individual and is denoted 
by an alphabet as shown in Fig. 1. 

• Function used for Fitness
The fitness function shows how an individual is able to fit in order to

participate with other people. After participation algorithm assigns a 
fitness score to each person. The fitness score will be used to select an 
individual for next reproduction. 

• Selection
The selection phase of an algorithm is used to identify the suitable

individuals and allow them to circulate their genes to the next popula-
tion. Based on fitness scores two pairs of characters are selected called as 
parents. 

• Crossover
The important phase of a GA is the Crossover phase where a cross-

over point is selected randomly from the genes inside the population. 
For instance, let the crossover point to be 3 as shown in Fig. 2. 

Fig. 3. 
Then the new offspring generated denoted as A5 and A6 as shown in 

Fig. 1. 6.3 are included in to the population. 
• Mutation
Few bits of the bit string may be transposed in a lower random

probability which is subjected to a concept called mutation and the same 
is shown in Fig. 4. 

In general there are seven different types of mutation functions as 
listed bellow;  

• Bit string mutation (bits flipped at random places)
• Flip bit (selected bits are flipped)
• Boundary (genomes are replaced by upper and lower bounds

randomly)
• Non –uniform (tunes solution at the later stages)
• Uniform (selected genome replaced by upper and lower bounds)
• Shrink (Replaced with the Gaussian variable)

• Termination
If the offspring produced are not significantly different from the

previous population then the generation of the new off spring will be 
terminated by the algorithm. Thus the generated off springs itself will be 
the solution to the problem. 

• Comments
The population will be of constant number. As population grows,

lesser fitness characters will be vanished and provides place for newly 
generated offspring. 

The above mentioned sequence of phases is repeated in order to 
generate individuals in each new population which should be better 
than the previous generation. 

3.1. Cover image selection and embedding process 

The selection of fittest from the group of individuals is based on 
natural selection. In the proposed method the crowd is considered as 100 
cover images. For the selection of fittest individual in turn suitable cover 
image a method in genetic algorithm is considered called as Fitness 
proportionate selection or  roulette wheel selection, it is a genetic 
operator used for the selection of suitable images foe embedding. In the 
RW selection process, the fitness function set a fitness value to the 
possible solutions or chromosomes. This fitness value is used as a 
probability function in the selection process of each single chromosome. 
If Fi is the fitness of an image i in the crowd then the probability of 
selecting suitable image is given by the probability function given by 
equation Pi, 

Fig. 1. Representation of Gene, Chromosome and Population in a Ge-
netic Algorithm 

Fig. 2. Exchanging genes among parents  

Fig. 3. New offspring generated.  

Fig. 4. Mutation concepts before and after  
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Pi =
Fi
∑x

i=1
Fi

where x is the number of images in the crowd. 
This process of selection resembles to a casino Roulette wheel. In 

general based on the fitness value, a percentage of the wheel is allocated 
to each of the possible selections. The selection process can be done by 
dividing the fitness value of a selection by the total fitness of all the 
selections, hence normalizing them to 1. The initial population is created 
with 20 images and assigned fitness function in terms of mean square 
error and based on least error suitable cover image is selected and then 
crossover point 2 function is applied by exchanging the genes inside the 
population. From the cross over function child1 becomes parent 1 and 
child 2 becomes parent 2 and so on. 

3.2. Mutation 

Few bits of the bit string may be transposed in a lower random 
probability which is proportional to 1/L, where L is the length of binary 
vector. In the proposed method mutation rate can be varied from 0.1 
onwards to measure the peak signal to noise ratios. 

3.3. Termination 

If the offspring produced are not significantly different from the 
previous population then the generation of the new off spring will be 
terminated by the algorithm. The target set in proposed algorithm is 
80% PSNR and RMSE <1. If the obtained solution meets the target then 
algorithm terminates, if not the algorithm repeats infinite time to get the 
solution. Thus the generated off springs itself will be the solution to the 
problem. 

The flowchart of the proposed algorithm is shown in Fig. 5. 
Algorithm to embed payload data:  

• The crowd is created using set of cover image database 28,29
• The target or fitness value used to select suitable cover image for

payload image embedding is in terms of PSNR ranges from 50 to 80%
and RMSE<1. Genetic algorithm compares the payload image and
the images from cover image database continuously to fit for the
fitness value by generating chromosomes.

• The cover image selection is based on Roulette wheel algorithm.
Once the images reach the fitness value, genetic algorithm generates
its own image in which payload image is embedded using LSB sub-
stitution and the generated image fit the fitness value which is called
as stego image.

• PSNR value is calculated between the generated image and the cover
image selected.

3.4. Extraction process 

The extraction process of the proposed method involves stego image 
as input to the extraction algorithm and the blockdiagram is shown in 
Fig. 6.  

• The least significant bits are extracted and saved as array of bit
strings

• Interpret with the chromosome generated by the genetic algorithm
and modify accordingly the array of bit stream

• Compare with the stored database and rearrange the obtained LSBs
in a proper order toget back the original payload image.

Fig. 5. Embedding Process  

Fig. 6. Extraction Process of the proposed method  

Table 1 
PSNR comparisons between proposed method and existing method [7]  

Payload 
image 

Selected cover 
image 

Existing method  
[15] PI size=512 
× 256 

Existing 
method [7] 

Proposed 
method 

Living 
Room 

House 53.414 52.22 79.14 

Lake Pirate 53.714 52.17 78.65 
Pepper Baboon 53.74 52.25 79.38 
Walkbridge Cameraman 51.78 52.33 81.46  

Table 2 
PSNR and SSIM value comparisons between proposed method and existing 
method [13]  

Selected cover 
image 

Existing method  
[13] 

Proposed 
method 

SSIM  
[13] 

SSIM 

Flower 52.06 78.25 0.9989 0.9999 
Beach 52.48 80.42 0.9986 0.9988 
Car 52.40 79.76 0.9979 0.9981 
Building 52.27 78.61 0.9986 0.9989  
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4. Experimental results and discussions

The proposed algorithm is executed using mat lab 2017a using USC- 
SIPI image data base set. The results are compared with the existing 
methods discussed in the literature. One bit per pixel is used for 
embedding and the results are tabulated based on parameters PSNR and 
SSIM. Table 1 list the PSNR values between proposed method and the 
existing method proposed by Pratik D. Shah and Rajankumar S. Bichkar 
[7] and [15] for different set of payload images and Payload image size

of 512 × 256 table 2 describes PSNR vlues and SSIM between proposed 
method and existing method [13]. 

The root mean square value is a standard way of measuring the error 
of a model in predicting quantitative data. Formally it is defined as 
follows: 

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

∑N

i=0

(
ygi − yoi

)2

N

√
√
√
√

Fig. 7. show the different cover images and their stego images, which shows less distortion in the stego image and hence subjective analysis for the proposed method 
will results in no suspicious regarding steganography. 

Fig. 8. Different cover and stego images  
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Where ygi is the generated image, yoi is the original image and i is the
number of images. 

SSIM is computed as in equation shown bellow, Where C1 and C2 are 
constants used to avoid instability when denominator terms become 
near to zero. 

SSIM =
(2 x y + C1)

(
2σpq + C2

)

(
x2 + y2 + C1

) (
σ2

x + σ2
y + C2

)

Results compared in Table 1 are obtained for the input cover images 
of size 256 × 256 and secret or payload image of size 64 × 128, results 
tabulated clearly explain PSNR value is significantly high and hence the 
difference between resulted stego image and cover image. Different 
payload images used are shown in Fig. 7. 

Table 2 lists the PSNR and SSIM values of the existing method [13] 
and the proposed method considering input cover as 512 × 512 and 
payload as 256 × 256, which gives 1bpp embedding rate. Fig. 8 shows 
cover and payload images used for the testing purpose. 

5. Conclussion

This chapter discussed image steganography approach using genetic 
algorithm for carrier image selection and embedding. The level of 
compatibility is measured between cover and payload image through 
several iterations among the cover image database called as crowd, by 
generating chromosomes. During the process of making genes strong, 
the algorithm generates new image which resembles the cover image 
selected and it is called as stego image, which consists of payload image 
embedded in it. The algorithm proposed is tested for 1bpp by making use 
of hundreds cover images and many secret images. The results obtained 
are tabulated and compared with the existing methods show the sig-
nificant improvements in the results and hence proved with better 
performance. The main advantage of this method is in extraction process 
at the receiver. If the embedded payload data is damaged by the in-
truders during transmission, then there is all the possibility of retrieving 
the payload data using this algorithm. The algorithm compares the 
received stego image and if the extracted payload is damaged then the 
algorithm compares it with the predefined image in its database and 
reconstructs the complete payload image. 
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Dynamic Pythagorean fuzzy probabilistic linguistic TOPSIS method with 
psychological preference and its application for COVID-19 vaccination

Keywords: 
Probabilistic linguistic term set (PLTS) 
Pythagorean fuzzy set (PFS) 
Pythagorean fuzzy probabilistic linguistic term 
set (PFPLTS) 
TOPSIS with psychological distance (Psy- 
TOPSIS) 
Dynamic multicriteria group decision making 
COVID-19 vaccination center 

A B S T R A C T

The probabilistic linguistic term set (PLTS) has been widely used in multiple criteria group decision making 
(MCGDM) problems where the linguistic information is uncertain and hesitant. To reflect the different prefer-
ences and uncertainties, we propose a new PLTS with probability in the form of Pythagorean fuzzy set (PFS), 
called Pythagorean fuzzy probabilistic linguistic term set (PFPLTS). In addition, considering the information 
integrity, uncertainty and DMs’ preferences, the operation and aggregation operators for PFPLTS are introduced. 
Then, the weight method based on minimum deviation and dual ideal point-vector projection is proposed, which 
considers the time-varying characteristics of the weights and combines multi-dimensional influencing factors. 
Next, the psychological distance measure is proposed by dividing the psychological space into multiple vectors. 
Based on the proposed dynamic weight method, three psychological distance measures and TOPSIS method, we 
develop a dynamic Pythagorean fuzzy probabilistic linguistic TOPSIS method with psychological distance (Psy- 
TOPSIS), the psychological index ranges from 1 to 40. Finally, a practical case, site selecting of COVID-19 
vaccination center, is given and compared with three approaches to illustrate the effectiveness and practi-
cality of PFPLTS and the proposed decision-making method.   

1. Introduction

Multiple criteria group decision making (MCGDM) is an essential
branch in the field of decision making. It refers to the way decision- 
makers (DMs) apply decision-making methods to select the best alter-
native with multiple criteria. With the increasing complexity of 
decision-making problems and their backgrounds, in many cases, DMs 
cannot accurately quantify the evaluation objects and can only use 
natural language to evaluate. For example, in the site selection of the 
COVID-19 vaccination center, DMs may say that “the traffic conditions 
in this location are not bad, but the transportation and transformation 
cost is too high." In this context, the words “not bad" and “too high" are 
described in linguistic terms. Although linguistic terms are intuitive, 
flexible, and close to people’s cognition, they are difficult to calculate. 
To deal with this problem, Zadeh [1] proposed the fuzzy linguistic 
approach (FLA), which can aptly describe the fuzziness and uncertainty 
of information. To further reflect the uncertainty and the preference 
degree of linguistic terms, Pang [2] proposed the concept of PLTS. Since 
it was submitted, PLTS has been widely used in medical level assessment 
[3], supplier selection [4], venture capital [5], and so on. On the other 

hand, some contributions have been made to the conversion, compu-
tation, and aggregation method of PLTS [6–15]. In the follow-up 
research, many scholars have carried on the related expansion to 
PLTS. For example, multiple linguistic terms are utilized in the proba-
bilistic uncertain linguistic term set (PULTS) to express the hesitation of 
evaluation information [16]. The Interval-valued probabilistic linguistic 
term set (IVPLTS) extends the corresponding probability of linguistic 
terms to interval values [17]. By adding the unknown probability to 
linguistic term, the uncertain probabilistic linguistic term set (UPLTS) 
can be established [18], etc. It is evident that only membership degree is 
used to describe the importance of linguistic terms in the existing 
probabilistic linguistic terms, which ignores the uncertainty and pref-
erence of DMs about a particular linguistic evaluation. 

Dynamic decision-making is a process that changes with time. 
Regarding the time pressure and affairs unpredictability at different 
development stages, DMs must be more cautious and effective in dealing 
with the fuzziness and uncertainty of information. Additionally, it also 
means that decision information and criteria weights are affected by 
time. Therefore, it is necessary to determine the time weight and criteria 
weights of each stage. At present, there are many methods for weight 
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ignorance in linguistic preference and uncertainty, the correspond-
ing probability is extended to a set that includes both the degree of 
membership and non-membership. Using the Pythagorean Fuzzy Set 
(PFS) to appropriately reduce the constraints on the set, we define 
the term set of Pythagorean probabilistic linguistic term set 
(PFPLTS). In addition, the basic operation and aggregation operators 
of PFPLTS are introduced.  

2 In the existing criteria weights methods, DMs need to choose one or 
two angles for calculation, such as hesitation degree, identification 
degree, and so on. It is rare to consider the influence of multiple 
angles on the criteria weights, which leads to the inaccuracy of the 
fusion weight. Therefore, it is necessary to study the weight fusion 
method from multiple dimensions. In addition, the current weight 
methods are mostly single-stage and static [24,25], so they can not 
reflect the DMs’ changing information and preferences. The subjec-
tive and objective time weight method of minimum deviation linear 
programming and a weight fusion method of dual ideal point-vector 
projection in a dynamic environment is proposed to solve these two 
problems.  

3 The DMs’ preferences for different alternatives and criteria will 
change accordingly with the decision-making background and 
environment. Therefore, we consider the multi-dimensional psy-
chological space of DMs [26], and propose a dynamic psychological 

distance measurement that includes the psychological changes of 
DMs.  

4 As a widely used multi-criteria decision-making method, the TOPSIS 
method has attracted extensive research from scholars since it was 
proposed. Based on the TOPSIS method and the aforementioned 
methods, a dynamic Pythagorean fuzzy probabilistic linguistic 
TOPSIS method with psychological preference is constructed and 
applied to the site selecting of the COVID-19 vaccination center. 

The rest of this paper is organized as follows: In Section 2, some basic 
concepts about PLTS and PFS are briefly reviewed. Section 3 defines the 
concept of PFPLTS and proposes the related calculation method, oper-
ation and aggregation operators of PFPLTS. Section 4 constructs the time 
and criteria weights method with minimum deviation linear program-
ming and dual ideal-point vector projection, respectively. Section 5 es-
tablishes the novel TOPSIS method with psychological distance measure 
and constructs an approach for MCGDM based on the Pythagorean fuzzy 
probabilistic linguistic psy-TOPSIS method. Section 6 gives a case study, 
site selection for the COVID-19 vaccination center, to illustrate the 
applicability and practicability of the proposed method. Finally, some 
conclusions are given in Section 7. 

2. Preliminaries

In this section, we will briefly review some basic concepts related to
PLTS and PFS. 

2.1. Probabilistic linguistic term set 

Definition 1. [2] Let S = {sα|α = 0, 1,2,…, τ} be a linguistic term set, 
then the probabilistic linguistic term set (PLTS) can be defined as L(p) =

{L(k)(p(k))
⃒
⃒L(k) ∈ S, p(k) ≥ 0, k = 1, 2, …, #L(p),

∑#L(p)
k=1 p(k)≤ 1}. Where 

L(k)(p(k)) is the linguistic term L(k) associated with its corresponding 
probability p(k), and #L(p) is the cardinality of L(p). 

Definition 2. [27] Let L(p) = {L(k)(p(k))
⃒
⃒L(k) ∈ S,p(k) ≥ 0,k = 1,2,…,#

L(p),
∑#L(p)

k=1 p(k)≤ 1}, S = {sα|α = 0,1,2,…,τ}, and α(k) is the subscript of 
linguistic term L(k). The score function and its inverse function are 
defined as: 

g : [0, τ]→[0, 1], g(L(p)) =
{[

α(k)

τ

]
(
p(k))

}

= Lϖ(p),ϖ ∈ [0, 1],

g− 1 : [0, 1]→[0, τ], g
(
Lγ(p)

)
=
{

sτϖ
(
p(k))} = L(p)),ϖ ∈[0, 1].

(1)  

Definition 3. [27] Let L1(p) = {L1
(k)(p1

(k))
⃒
⃒k = 1, 2, …, #L1(p), 

L2(p) = {L2
(k)(p2

(k))
⃒
⃒k = 1, 2,…,#L2(p) and L3(p) = {L3

(k)(p3
(k))
⃒
⃒k = 1,

2,…,#L3(p) be three finite and ordered PLTSs. λ is a positive real 
number, γ(k)1 ∈ g(L1), γ(l)2 ∈ g(L2), γ(r)3 ∈ g(L3) and k = 1,2,…,#L1(p), l =

1,2,…,#L2(p), r = 1,2,…,#L3(p).  

1 L1(p) ⊕ L2(p) = g− 1(∪γ(k)1 ∈g(L1),γ
(l)
2 ∈g(L2)

{(γ(k)1 + γ(l)2 )(p(k)1 p(l)2 )}).  

2 L1(p)⊖ L2(p) = g− 1(∪γ(k)1 ∈g(L1),γ
(l)
2 ∈g(L2)

{ξ(p(k)1 p(l)2 )}).

Where ξ =

⎧
⎪⎨

⎪⎩

γ(k)1 − γ(l)2

1 − γ(l)2

, ifγ(k)1 ≥ γ(l)2 andγ(l)2 ∕= 1

0, otherwise

.

1 L1(p)⊗ L2(p) = g− 1(∪γ(k)1 ∈g(L1),γ
(l)
2 ∈g(L2)

{(γ(k)1 γ(l)2 )(p(k)1 p(l)2 )}).  

2 L1(p) ⊘ L2(p) = g− 1(∪γ(k)1 ∈g(L1),γ
(l)
2 ∈g(L2)

{ζ(p(k)1 p(l)2 )}).

determination, mainly divided into three categories: subjective 
weighting method, objective weighting method, and combination 
weighting method. Subjective weighting methods mainly include BEM 
[19], AHP method [20], Delphi method [21], etc., which are obtained 
by the personal judgment of experts’ experience and generally not 
affected by the attribute value. The advantage is that experts can 
determine the weights based on actual problems and their knowledge, 
and there will be no situation that contradicts the actual 
importance. However, the decision-making or evaluation results are 
subjective and vulnerable to the lack of decision-makers’ knowledge. 
Because of the poor objectivity, it has great limitations in 
application. The objective weights mainly include the dispersion 
maximization method [22], entropy weight method [23], etc., 
calculated by attribute values. This is usually based on sound 
mathematical theories and techniques, so the weights are highly 
reasonable, and the method has a solid mathematical theoretical basis. 
However, this kind of empowerment method cannot reflect the 
preferences of DMs, and there may be situations that are contrary to the 
actual importance. 

A combination weighting method was proposed to take into account 
the advantages of subjective and objective weighting methods. The most 
common is the linear weighted combination approach, and our personal 
perception often decides the combination coefficients. But in general, 
the mathematical theoretical basis of the subjective and objective inte-
grated weighting method is relatively perfect, but the disadvantage lies 
in the high complexity of the algorithm. At the same time, many criteria 
weights methods are based on the needs of one or two sides of the DMs, 
which rarely contain the needs of multiple sides together. In addition, 
most of the existing weight methods are in a static environment. The 
criteria weights do not consider time-varying factors, so they cannot 
reflect the characteristics of dynamic decision-making. 

The TOPSIS method is commonly used in MCGDM problems. It has 
been widely studied and applied, but it is rarely used in dynamic 
decision-making environments, and does not take into account the 
psychological changes of decision-makers. We propose a probabilistic 
linguistic term set that includes membership and non-membership of 
linguistic terms to overcome the above shortcomings. And on this basis, 
we have developed a new dynamic multi-criteria weight method that 
considers time-varying effects and a decision-making method that con-
siders psychological changes. The main contributions of this paper can 
be summarized as follows:  

1 Due to the advantages of PLTS in describing information, and its 
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Where ζ =

⎧
⎪⎨

⎪⎩

γ(k)1

γ(l)2

, ifγ(k)1 ≤ γ(l)2 andγ(l)2 ∕= 0

0, otherwise

.  

1 λL3(p) = g− 1(∪γ(r)3 ∈g(L3)
{(1 − (1 − γ(r)3 )

λ
)(p(r)1 )}).  

2 L3
λ(p) = g− 1(∪γ(r)3 ∈g(L3)

{(γ(r)3 )
λ
(p(r)1 )}).

3 L3
− 1(p) = g− 1(∪γ(r)3 ∈g(L3)

{(1 − γ(r)3 )(p(r)1 )}).

And the distance measure is defined as: 

d(L1(p),L2(p)) =
1
2

(
∑#L1(p)

k=1
g
(
L1

(k))
(

p1
(k)
)
−

∑#PL1(p)

k=1
g
(

L2
(k)
)(

p2
(k)
)
)

2.2. Pythagorean fuzzy set 

Definition 4. [28] Let X be the universe of discourse, the Pythagorean 
fuzzy set is defined as 

P =
{
< x, μp(x), νp(x) >

⃒
⃒x ∈ X, 0 ≤ μp

2(x) + νp
2(x) ≤ 1

}

Where μp(x) : X→[0,1] and νp(x) : X→[0, 1] are the degree of mem-
bership and non-membership of x belonging to P respectively. For any 

x ∈ X, the hesitation of x belonging to P is πp(x) =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1 − μp

2(x) − νp2(x)
√

. 

For convenience, < μp, νp > is called as Pythagorean fuzzy number 
(PFN), where μp,νp ∈ [0,1], μp

2 + νp
2 ≤ 1, it is simply recorded as P = <

μp,νp >. 

3. Pythagoras-probabilistic linguistic term set

In order to describe the fuzziness and uncertainty of DMs, we
introduce a new concept called PFPLTS. Then, the related comparison 
method, basic operation and aggregation operators are proposed. 

3.1. The concept and comparation method of PFPLTS 

By adding corresponding probability values to linguistic terms, PLTS 
has significantly progressed in describing uncertain information of 
hesitant fuzzy linguistic evaluation and comparative preference. But the 
fuzziness and uncertainty of linguistic terms have not been specifically 
expressed. With the increase of complexity and uncertainty of decision- 
making problems, the fuzziness of DMs’ thinking, and the limitation of 
knowledge reserve, the probability value of hesitant linguistic evalua-
tion is not completely certain. PFS introduced by Yager [28,29] on the 
basis of IFS can make the description of decision information more sci-
entific and effective, because it contains membership and 
non-membership degrees whose square sum is not more than 1. For the 
fuzziness and uncertainty of PLTS and Pythagorean fuzzy sets in 
describing information, the Pythagorean fuzzy probabilistic linguistic 
term set (PFPLTS) is proposed. 

Definition 5. Let X be a non-empty universe of discourse, S = {sα|α =
0, 1, 2,…, τ} is the linguistic term set, a PFPLTS can be defined as 
follows: 

PL(p) =
{[

x,PL(k)( p̃(k))]⃒⃒x ∈ X,PL(k) ∈ S, k = 1, 2,…,#PL(p)
}

=
{[

x,PL(k)〈μ(k), ν(k)〉]⃒⃒x ∈ X,PL(k) ∈ S, k = 1, 2,…,#PL(p)
}

where PL(k)(p̃(k)) represents the linguistic term PL(k) associated with its 
uncertain PFS probability ̃p(k), and ̃p(k) = 〈μ(k),ν(k)〉, in which μ(k) and ν(k)
represent the membership and non-membership degrees of linguistic 
term PL(k), α(k) is the subscript of linguistic term PL(k), and #PL(p) is the 
cardinal number of PL(p). The hesitation degree can be calculated 

byπ(k) =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1 − (μ(k))
2
− (ν(k))2

√

. We have noticed that the PFPLTS is an 

extension of the PLTS, when PL(k) = 〈μ(k)〉, the PFPLTS degenerates into 
PLTS. 

To compare two different PFPLTSs, the score and accuracy function 
are given in the following, and then the comparison method is 
developed. 

Definition 6. Let X be a non-empty universe of discourse, and the 
score function of PFPLTSs on X can be defined as: 

S(PL(p)) =
∑#PL(p)

k=1
g
(
PL(k))×

[(
μ(k))2

−
(
ν(k))2

]
(2)  

The accuracy function of PFPLTSs on X can be defined as: 

H(PL(p)) =
∑#PL(p)

k=1
g
(
PL(k))×

[(
μ(k))2

+
(
ν(k))2

]
(3) 

Definition 7. Let X be a non-empty universe of discourse, for any 
two PFPLTSs PL1(p) and PL2(p).  

(1) If S(PL1(p)) > S(PL2(p)), then PL1(p) ≻ PL2(p).
(2) If S(PL1(p)) < S(PL2(p)), then PL1(p) ≺ PL2(p).
(3) If S(PL1(p)) = S(PL2(p)), then:

a If H(PL1(p)) > H(PL2(p)), then PL1(p) ≻ PL2(p).
b If H(PL1(p)) < H(PL2(p)), then PL1(p) ≺ PL2(p).
c If H(PL1(p)) = H(PL2(p)), then PL1(p) ∼ PL2(p).

Definition 8. Let X be a non-empty universe of discourse, give a 
PFPLTS PL(p) = {[x,PL(k)〈μ(k),ν(k)〉]|x ∈ X,PL(k) ∈ S,k = 1,2,…,#PL(p)}, 
and α(k) is the subscript of linguistic term PL(k), PL(p) is called an ordered 
PFPLTS, if the elements (PFPLEs) PL(k)(p̃(k)) in PFPLTS are sorted by the 
values of S(PL(k)(p̃(k)))(k= 1,2,…, #PL(P)) in ascending order. 

3.2. Some basic operation for PFPLTS 

With the introduction of PFPLTS, it is crucial to find the basic 
operation. Assume that all PFPLTSs are ordered and finite, then some 
basic operations are proposed as bellow: 

Definition 9. Let PL1(p)={[x,PL1
(k)〈μ1

(k),ν1
(k)〉]|x∈X,k=1,2,…, #

PL1(p)} and PL2(p)={[x,PL2
(l)〈μ2

(l),ν2
(l)〉]|x∈X,l=1,2,…,#PL2(p)} be 

any two PFPLTSs, then the distance measure is as follows: 

d(PL1(p),PL2(p))=
1
2
(

⃒
⃒
⃒
⃒
⃒

∑#PL1(p)

k=1
g
(
PL1

(k))
(

μ1
(k)
)2

−
∑#PL1(p)

k=1
g
(

PL2
(k)
)(

μ2
(k)
)2
⃒
⃒
⃒
⃒
⃒

+

⃒
⃒
⃒
⃒
⃒

∑#PL1(p)

k=1
g
(

PL1
(k)
)(

ν1
(k)
)2

−
∑#PL1(p)

k=1
g
(

PL2
(k)
)(

ν2
(k)
)2
⃒
⃒
⃒
⃒
⃒
)

(4) 
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Definition 10. Let PL1(p)= {[x,PL1
(k)〈μ1

(k),ν1
(k)〉]|x∈X,k= 1,2,…,

#PL1(p)} and PL2(p)= {[x,PL2
(l)〈μ2

(l),ν2
(l)〉]|x∈X, l=1,2,…,#PL2(p)}

be any two PFPLTSs, then some basic operations are defined as follows:  

(1) PL1(p) ⊕ PL2(p) =

g− 1
(
∪PL1

(k)〈μ1
(k) ,ν1 (k)〉∈PL1(p),PL2

(l)〈μ2
(l) ,ν2 (l)〉∈PL2(p)

{(γ1
(k) + γ2

(l) − γ1
(k)γ2

(l))〈μ1
(k)μ2

(l), ν1
(k)ν2

(l)〉}

)

.  

(2) PL1(p)⊖ PL2(p) = g− 1
(
∪PL1

(k)〈μ1
(k) ,ν1 (k)〉∈PL1(p),PL2

(l)〈μ2
(l) ,ν2 (l)〉∈PL2(p)

{ξ〈μ1
(k)μ2

(l), ν1
(k)ν2

(l)〉}

)

,

where ξ =

⎧
⎪⎨

⎪⎩

γ1
(k) − γ2

(l)

1 − γ2
(l) , ifγ1

(k) > γ2
(l), γ2

(l) ∕= 0

0, otherwise

. 

(3) PL1(p)⊗ PL2(p) = g− 1
(
∪PL1

(k)〈μ1
(k) ,ν1 (k)〉∈PL1(p),PL2

(l)〈μ2
(l) ,ν2 (l)〉∈PL2(p)

{γ1
(k)γ2

(l)〈μ1
(k)μ2

(l), ν1
(k)ν2

(l)〉}

)

. 

(4) PL1(p) ⊘ PL2(p) = g− 1
(
∪PL1

(k)〈μ1
(k) ,ν1 (k)〉∈PL1(p),PL2

(l)〈μ2
(k) ,ν2 (l)〉∈PL2(p)

{ζ〈μ1
(k)μ2

(l), ν1
(k)ν2

(l)〉}

)

, 

where ζ =

⎧
⎪⎨

⎪⎩

γ1
(k)

γ2
(l) , ifγ1

(k) ≤ γ2
(l), γ2

(l) ∕= 0

0, otherwise

. 

(5) λPL1(p) = g− 1(∪PL1
(k)〈μ1

(k) ,ν1 (k)〉∈PL1(p){(1 − (1 − γ1
(k))

λ
)〈μ(k),ν(k)〉}).

(6) (PL1(p))λ
= g− 1(∪PL1

(k)〈μ1
(k) ,ν1 (k)〉∈PL1(p){(γ1

(k))
λ
〈μ(k),ν(k)〉}),λ ≥ 0.

(7) (PL1(p))− 1
= g− 1(∪PL1

(k)〈μ1
(k) ,ν1 (k)〉∈PL1(p){(1 − γ1

(k))〈μ(k),ν(k)〉}).

Where γ1
(k) ∈ g(PL1(p)), γ2

(l) ∈ g(PL2(p)), g(⋅) is the score function. 〈
μ1

(k), ν1
(k)〉 and 〈μ2

(k), ν2
(k)〉 are the uncertain probability values of hes-

itant linguistic evaluations, which are in the form of PFS. 

Theorem 1. Let PL1(p)={[x,PL1
(k)〈μ1

(k),ν1
(k)〉]|x∈X,k=1,2,…,

#PL1(p)}, PL2(p)={[x,PL2
(l)〈μ2

(l),ν2
(l)〉]|x∈X,l=1,2,…,#PL2(p)} and 

PL3(p)={[x,PL3
(r)〈μ3

(r),ν3
(r)〉]|x∈X,r=1,2,…,#PL3(p)} be any three 

PFPLTSs, λ,λ1,λ2≥0. Then:  

(1) PL1(p) ⊕ PL2(p) = PL2(p) ⊕ PL1(p).
(2) (PL1(p) ⊕ PL2(p)) ⊕ PL3(p) = PL1(p) ⊕ (PL2(p) ⊕ PL3(p)).
(3) λ(PL1(p) ⊕ PL2(p)) = λPL2(p) ⊕ λPL1(p).
(4) (λ1 + λ2)PL1(p) = λ1PL1(p) ⊕ λ2PL1(p).
(5) PL1(p)⊗ PL2(p) = PL2(p)⊗ PL1(p).
(6) (PL1(p)⊗ PL2(p))⊗ PL3(p) = PL1(p)⊗ (PL2(p)⊗ PL3(p)).
(7) (PL1(p) ⊗ PL2(p))λ

= (PL2(p))λ
⊗ (PL1(p))λ

.

(8) (PL1(p))(λ1+λ2) = (PL1(p))λ1 ⊗ (PL1(p))λ2 .

(9) λ(PL1(p)⊖ PL2(p)) = λPL1(p)⊖ λPL1(p).
(10) λ1PL1(p)⊖ λ2PL1(p)) = (λ1 − λ2)PL1(p).
(11) (PL1(p) ⊘ PL2(p))λ

= (PL1(p))λ
⊘ (PL2(p))λ

.

(12) (PL1(p))λ1 ⊘ (PL1(p))λ2 = (PL1(p))λ1 ⊘ (PL1(p))λ2 

Proof   

(5)PL1(p) ⊗ PL2(p)
= g− 1

(
∪PL1

(k) 〈μ1
(k) ,ν1(k) 〉∈PL1(p),PL2

(l)〈μ2
(l) ,ν2 (l)〉∈PL2(p)

{
γ1

(k)γ2
(l)〈μ1

(k)μ2
(l), ν1

(k)ν2
(l)〉}

)

= PL2(p) ⊗ PL1(p).

(6)(PL1(p)⊗PL2(p))⊗PL3(p)
= g− 1

(
∪PL1

(k) 〈μ1
(k) ,ν1 (k) 〉∈PL1(p),PL2

(l)〈μ2
(l) ,ν2 (l)〉∈PL2(p),PL3

(r) 〈μ3
(r) ,ν3 (r) 〉∈PL3(p)

{
γ1

(k)γ2
(l)γ3

(r)〈μ1
(k)μ2

(l)μ3
(r),ν1

(k)ν2
(l)ν3

(r)〉}
)

=PL1(p)⊗(PL2(p)⊗PL3(p)).

(6)(PL1(p) ⊗ PL2(p)) ⊗ PL3(p)
= g− 1

(
∪PL1

(k) 〈μ1
(k) ,ν1 (k) 〉∈PL1(p),PL2

(l) 〈μ2
(l) ,ν2 (l)〉∈PL2(p),PL3

(r) 〈μ3
(r) ,ν3 (r) 〉∈PL3(p)

{
γ1

(k)γ2
(l)γ3

(r)〈μ1
(k)μ2

(l)μ3
(r), ν1

(k)ν2
(l)ν3

(r)〉}
)
= PL1(p) ⊗ (PL2(p) ⊗ PL3(p)).

(1)PL1(p) ⊕ PL2(p)
= g− 1

(
∪PL1

(k) 〈μ1
(k) ,ν1 (k) 〉∈PL1(p),PL2

(l)〈μ2
(l) ,ν2 (l)〉∈PL2(p)

{(
γ1

(k) + γ2
(l) − γ1

(k)γ2
(l))〈μ1

(k)μ2
(l), ν1

(k)ν2
(l)〉}

)

= g− 1
(
∪PL2

(l)〈μ2
(l) ,ν2 (l) 〉∈PL2(p),PL1

(k) 〈μ1
(k) ,ν1(k) 〉∈PL1(p)

{(
γ2

(l) + γ1
(k) − γ2

(l)γ1
(k))〈μ2

(l)μ1
(k), ν2

(l)ν1
(k)〉}

)

= PL2(p) ⊕ PL1(p)

(2)(PL1(p) ⊕ PL2(p)) ⊕ PL3(p)

= g− 1
(
∪PL1

(k) 〈μ1
(k) ,ν1 (k) 〉∈PL1(p),PL2

(l)〈μ2
(l) ,ν2 (l)〉∈PL2(p){(

γ1
(k) + γ2

(l) − γ1
(k)γ2

(l))〈μ1
(k)μ2

(l), ν1
(k)ν2

(l)〉}+ ∪PL3
(r) 〈μ3

(r) ,ν3 (r) 〉∈PL3(p){γ3
(r)〈μ3

(r), ν3
(r)〉}

)

= g− 1
(
∪PL1

(k) 〈μ1
(k) ,ν1 (k) 〉∈PL1(p),PL2

(l)〈μ2
(l) ,ν2 (l)〉∈PL2(p),PL3

(r) 〈μ3
(r) ,ν3 (r) 〉∈PL3(p){(

γ1
(k) + γ2

(l) + γ3
(r) − γ1

(k)γ2
(l) − γ1

(k)γ3
(r) − γ2

(l)γ3
(r) + γ1

(k)γ2
(l)γ3

(r))〈μ1
(k)μ2

(l)μ3
(r), ν1

(k)ν2
(l)ν3

(r)〉}

)

= g− 1
(
∪PL1

(k) 〈μ1
(k) ,ν1 (k) 〉∈PL1(p)

{
γ1

(k)〈μ1
(k), ν1

(k)〉}

+∪PL2
(l)〈μ2

(l) ,ν2 (l)〉∈PL2(p),PL3
(r) 〈μ3

(r) ,ν3 (r) 〉∈PL3(p)

{(
γ2

(l) + γ3
(r) − γ2

(l)γ3
(r))〈μ2

(l)μ3
(r), ν2

(l)ν3
(r)〉}

)

= PL1(p) ⊕ (PL2(p) ⊕ PL3(p)).

(4)(λ1 + λ2)PL1(p)
= g− 1

(
∪PL1

(k) 〈μ1
(k) ,ν1 (k) 〉∈PL1(p)

{(
1 −

(
1 − γ1

(k))λ1+λ2
)〈

μ(k), ν(k)〉
})

= g− 1
(
∪PL1

(k) 〈μ1
(k) ,ν1 (k) 〉∈PL1(p)

{(
1 −

(
1 − γ1

(k))λ1
)
+
(

1 −
(
1 − γ1

(k))λ2
)
−
(

1 −
(
1 − γ1

(k))λ1
)(

1 −
(
1 − γ1

(k))λ2
)〈

μ(k), ν(k)〉
})

= g− 1
(
∪PL1

(k) 〈μ1
(k) ,ν1 (k) 〉∈PL1(p)

{(
1 −

(
1 − γ1

(k))λ1
)〈

μ(k), ν(k)〉
})

⊕ g− 1
(
∪PL1

(k) 〈μ1
(k) ,ν1 (k) 〉∈PL1(p)

{(
1 −

(
1 − γ1

(k))λ2
)〈

μ(k), ν(k)〉
})

= λ1PL1(p) ⊕ λ2PL1(p).
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3.3. The aggregation operators for PFPLTS 

In order to make better use of PFPLTS in decision-making problems, 
some aggregation operators are proposed in this subsection. 

Definition 11. Let PLi(p) = {[x,PLi
(k)〈μi

(k),νi
(k)〉]|x ∈ X,PLi

(k) ∈ S,k = 1,
2,…,#PLi(p)}, (i = 1,2,…,n), where PLi

(k) is the kth linguistic term, and 
〈μi

(k), νi
(k)〉 is the corresponding uncertain probability. Then the Py-

thagorean fuzzy probabilistic linguistic average (PFPLA) operator is 
defined as: 

PFPLA(PL1(p),PL2(p),…,PLn(p)) =
1
n
(PL1(p) ⊕ PL2(p) ⊕ ⋯ ⊕ PLn(p))

(5)  

Definition 12. Let PLi(p) = {[x, PLi
(k)〈μi

(k), νi
(k)〉]|x ∈ X, PLi

(k) ∈ S,
k = 1, 2,…,#PLi(p)}, (i = 1, 2,…, n), where PLi

(k) is the kth linguistic 
term, and 〈μi

(k), νi
(k)〉 is the corresponding uncertain probability. Then 

the Pythagorean fuzzy probabilistic linguistic weighted average 
(PFPWLA) operator is defined as: 

PFPLWA(PL1(p),PL2(p),…,PLn(p)) = ω1PL1(p) ⊕ ω2PL2(p) ⊕ ⋯

⊕ ωnPLn(p) (6)  

Where ω = (ω1,ω2,…,ωn)
T is the weight vector of PLi(p)(i = 1,2,…,

n), ωi ≥ 0, i = 1, 2, …, n, and 
∑n

i=1ωi = 1. Especially, if ω =

(1/n,1/n,…,1/n)T, then the PFPLWA operator degenerates to the 
PFPLA operator. 

Definition 13. Let PLi(p) = {[x,PLi
(k)〈μi

(k),νi
(k)〉]|x ∈ X,PLi

(k) ∈ S,k = 1,
2,…,#PLi(p)}, (i = 1,2,…,n), where PLi

(k) is the kth linguistic term, and 
〈μi

(k), νi
(k)〉 is the corresponding uncertain probability. Then the 

Pythagorean fuzzy probabilistic linguistic geometric (PFPLG) operator is 
defined as: 

PFPLG(PL1(p),PL2(p),…,PLn(p)) = (PL1(p) ⊗ PL2(p) ⊗ ⋯ ⊗ PLn(p))
1
n

(7)  

Definition 14. Let PLi(p) = {[x, PLi
(k)〈μi

(k), νi
(k)〉]|x ∈ X, PLi

(k) ∈ S,
k = 1, 2,…,#PLi(p)}, (i = 1, 2,…, n), where PLi

(k) is the kth linguistic 
term, and 〈μi

(k), νi
(k)〉 is the corresponding uncertain probability. Then 

the Pythagorean fuzzy probabilistic linguistic geometric (PFPLWG) 
operator is defined as: 

PFPLWG(PL1(p),PL2(p),…,PLn(p)) = (PL1(p))ω1 ⊗ (PL2(p))ω2 ⊗ ⋯

⊗ (PLn(p))ωn (8)  

Where ω = (ω1,ω2,…,ωn)
T is the weight vector of PLi(p)(i = 1,2,…,

n), ωi ≥ 0, i = 1, 2, …, n, and 
∑n

i=1ωi = 1. Especially, if ω =

(1/n,1/n,…,1/n)T, then the PFPLWG operator degenerates to the 
PFPLG operator. 

4. The weight calculation method

The objectivity and accuracy of criteria weights are quite important
in decision-making problems, which directly affect the validity of 
decision-making results. With the existing research methods and time- 
varying factors, we use the minimum deviation and the vector projec-
tion method to conduct in-depth research on the time weight method 
and the criteria’s fusion weight method. 

4.1. Time weight method based on minimum deviation of AHP and 
entropy method 

In dynamic decision-making problems, the importance of different 
stages is quite different. To make the time weights at different stages 
more convincing and improve the accuracy of the decision-making 

(8)(PL1(p))(λ1+λ2)

= g− 1
(
∪ PL(k)

1
〈
μ(k)

1 , ν(k)
1
〉
∈ PL1(p)

{(
γ(k)1
)(λ1+λ2)〈μ(k)

1 , ν(k)
1
〉})

= (PL1(p))λ1 ⊗ (PL1(p))λ2  

(8)(PL1(p))(λ1+λ2)

= g− 1
(
∪ PL(k)

1
〈
μ(k)

1 , ν(k)
1
〉
∈ PL1(p)

{(
γ(k)1
)(λ1+λ2)〈μ(k)

1 , ν(k)
1
〉})

= (PL1(p))λ1 ⊗ (PL1(p))λ2  

(11)(PL1(p)⊘PL2(p))λ

=g− 1

(

∪PL1
(k) 〈μ1

(k) ,ν1 (k) 〉∈PL1(p),PL2
(l)〈μ2

(k) ,ν2 (l)〉∈PL2(p)

{(
γ1

(k)

γ2
(l)

)λ〈
μ1

(k)μ2
(l),ν1

(k)ν2
(l)〉
})

=g− 1

(

∪PL1
(k) 〈μ1

(k) ,ν1 (k) 〉∈PL1(p),PL2
(l)〈μ2

(k) ,ν2 (l)〉∈PL2(p)

{(
γ1

(k))λ

(
γ2

(l))λ

〈
μ1

(k)μ2
(l),ν1

(k)ν2
(l)〉
})

=(PL1(p))λ
⊘(PL2(p))λ

,whenγ1
(k) ≤γ2

(l),γ2
(l) ∕=0.

(12)(PL1(p))λ1 ⊘ (PL1(p))λ2

= g− 1
(
∪PL1

(k) 〈μ1
(k) ,ν1 (k) 〉∈PL1(p)

{(
γ1

(k))λ1〈μ1
(k), ν1

(k)〉
})

⊘ g− 1
(
∪PL1

(k) 〈μ1
(k) ,ν1 (k) 〉∈PL1(p)

{(
γ1

(k))λ2〈μ1
(k), ν1

(k)〉
})

= g− 1
(
∪PL1

(k) 〈μ1
(k) ,ν1 (k) 〉∈PL1(p)

{(
γ1

(k))λ1 − λ2〈μ1
(k), ν1

(k)〉
})

= (PL1(p))λ1 ⊘ (PL1(p))λ2 ,whenγ1
(k) ≤ γ2

(l), γ2
(l) ∕= 0.
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= {sα|α = 0,1, 2,…, τ} is the linguistic term set. In the eth stage, the 
PFPLTS evaluation of the ith alternative under the jth criterion is 
recorded as PLij(p) = {[x,PL(ek)〈μ(ek), ν(ek)〉]|x ∈ X, PL(ek) ∈ S, k = 1,2,…,

#PLij(p)}. The entropy of eth stage is defined as: 

H(e) = −
1

2lnmn

∑m

i=1

∑n

j=1

(
P(e)

ijlnP(e)
ij +Q(e)

ijlnQ(e)
ij
)

(9)  

Where, P(e)
ij,Q(e)

ij represent the degree of membership and non- 
membership contribution at the eth stage, respectively. In order to 
obtain entropy H(e), the membership and non-membership contribution 
P(e)

ij and Q(e)
ijneed to be evaluated m*n times. And 

P(e)
ij =

∑#PLij(P)

k=1
g
(

PL(ek)
ij

)(
μ(ek)

ij

)2

∑m

i=1

∑#PLij(P)

k=1
g
(

PL(ek)
ij

)(
μ(ek)

ij
)2

(10)  

Q(e)
ij =

∑#PLij(P)

k=1
g
(

PL(ek)
ij

)(
ν(ek)

ij

)2

∑m

i=1

∑#PLij(P)

k=1
g
(

PL(ek)
ij

)(
ν(ek)

ij
)2

(11) 

Where, the function g(⋅) is given as Definition 2. The entropy weight 
of the eth stage is defined as: 

θ(1)(te) =
1 − H(e)

∑p

e=1
(1 − H(e))

(12) 

Definition 16. The 1~9 scale method is used to construct the 
pairwise judgment matrix A(aij)q×q about q stages, it is necessary to have 
q(q-1)/2 pairwise comparisons. The normalized eth row vector is 

θ(2)
(te) = p

̅̅̅̅̅̅̅̅̅̅̅̅
∏p

i=1
aei

√

(13)  

And the subjective weight of the eth stage can be calculated as: 

θ(2)(te) =
θ2(te)

∑p

e=1
θ2(te)

(14) 

The consistency test is performed on the judgment matrix. When CR 
< 0.1, the judgment matrix passes the consistency test, where CR = CI 
/RI, CI is the maximum eigenvalue of the judgment matrix, and RI is 
directly obtained by looking up the table. Otherwise, the judgment 
matrix should be reconstructed. 

Considering subjective and objective weights, we propose a combi-
nation weight method that minimizes the deviation between AHP and 
entropy weight method, which is defined as follows: 

Definition 17. The objective weight is θ(1)(te), the subjective weight is 
θ(2)(te), and the combination weight is θ(te) = αθ(1)(te)+ βθ(2)(te), where 
0 ≤ α,β ≤ 1,α+ β = 1. In order to obtain the coefficients, the nonlinear 
multi-objective programming model is constructed as follows: 

⎧
⎪⎨

⎪⎩

min
1

p − 1
∑p

e=1

( ⃒
⃒θ(te) − θ(1)(te)

⃒
⃒+
⃒
⃒θ(te) − θ(2)(te)

⃒
⃒
)

α + β = 1, 0 ≤ α, β ≤ 1

(15)   

4.2. Fusion criteria weights based on time-varying 

Since the criteria selection has been subjectively analyzed and 
selected by experts, this paper tends to use objective methods to deter-
mine the criteria weights. The objective weight method based on the 
idea of data analysis can avoid the error of subjective cognitive uncer-
tainty and help reduce the pressure of DMs. This subsection selects three 
common objective weight analysis methods and proposes the dual ideal 
point-vector projection method to get the fusion criteria weights with 
time-varying factors. 

4.2.1. Weight analysis method based on criterion recognition 
Generally, a criterion has a higher recognition degree for the 

distinction and selection of alternatives, the more critical it is in the 
decision-making process. Then, it should be given greater weight. 
Conversely, if the criterion has a low degree of recognition in evaluating 
the alternatives, the criterion is not conducive to decision-making and 
should be given a smaller weight. The weight method based on criterion 
recognition of PFPLTS is proposed in this subsection. 

Definition 18. Let PLij
(e) = {〈cj,PLij

(ek)(〈μij
(ek),νij

(ek)〉)〉|cj ∈ C,PLij
(ek) ∈

S,k = 1,2,…,#PLij(p)}, which means the PFPLTS evaluation information 
of alternative Ai about criterion cj at the eth stage. The degree of 
recognition is defined as: 

Oj
(e) =

∑m

i=1

∑m

l=1,l∕=i

d
(
PLij

(e),PLlj
(e)) (16)  

Where, d(PLij
(e),PLlj

(e)) means the deviation between alternative Ai 

and Al at the eth stage. 

Definition 19. Let ω(1) = (ω(1)
1 ,ω(1)

2 ,…,ω(1)
n ) denote the fusion weight 

based on the recognition degree of the criteria, then the recognition 
weight ω(1)

j with time varying of criterion cj is 

ω(1)
j =

∑q

e=1
θ(te)

Oj
(e)

∑n

p=1
Op

(e)
=
∑q

e=1
θ(te)

∑m

i=1

∑m

l=1,l∕=i
d
(
PLij

(e),PLlj
(e))

∑n

p=1

∑m

i=1

∑m

l=1,l∕=i
d
(
PLip

(e),PLlp
(e))

(17) 

Fig. 1.. The cosine projected vector on the positive and negative ideal weights.  

results, we combine the subjective and objective weights to calculate 
the time weights. The entropy method calculates the objective time 
weight, reflecting the advantages in illustrating data information. 
Then, the DMs compare the importance of different stages in pairs 
according to their experience and use the AHP method to 
determine their objective weights. Finally, a model is set to solve the 
distribution coefficient by minimizing the deviation of the subjective 
and objective weights to the combined weight. 

Definition 15. Let X be a non-empty universe of discourse, A = {A1, 
A2, ⋯, Am} is the alternatives set, C = {c1, c2, ⋯, cn} is the criteria sets, S 
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In particular, if the identification degree of the criterion to the al-
ternatives is 0, it is completely impossible to distinguish the pros and 
cons of the alternatives, which means that the criterion has no meaning 
in decision-making, and the weight should be set to 0. 

4.2.2. Weight analysis method based on information disorder degree 
The orderliness of decision-making information is also crucial to the 

impact of decision making, which can be described as the lower the 
disorder degree, the greater the utility value of the information. Infor-
mation entropy is usually used to measure the disorder of information. 
The smaller the information entropy, the lower the information disorder 
degree, and the greater the effect value, then the greater the weight of 
the criterion. The weight method based on the information disorder 
degree of PFPLTS is proposed in this subsection. 

Definition 20. Let PLij
(e) = {〈cj,PLij

(ek)(〈μij
(ek),νij

(ek)〉)〉|cj ∈ C,PLij
(ek) ∈

S,k = 1,2,…,#PLij(p)}, which means the PFPLTS evaluation information 
of alternative Ai about criterion cj at the eth stage. The information 
entropy of criterion cj is defined as: 

Ej
(e) =

1
2lnm

∑m

i=1

(
Pij

(e)lnPij
(e) +Qij

(e)lnQij
(e)) (18)  

Where, Pij
(e),Qij

(e) represent the degree of membership and non- 
membership contribution, respectively. And 

Pij
(e) =

∑#PLij(P)

k=1
g
(

PL(ek)
ij

)(
μ(ek)

ij

)2

∑m

i=1

∑#PLij(P)

k=1
g
(

PL(ek)
ij

)(
μ(ek)

ij
)2

(19)  

Qij
(e) =

∑#PLij(P)

k=1
g
(

PL(ek)
ij

)(
ν(ek)

ij

)2

∑m

i=1

∑#PLij(P)

k=1
g
(

PL(ek)
ij

)(
ν(ek)

ij
)2

(20)) 

Where the function g(⋅) is given as definition 2. Especially, Ei
(e) = 1, 

when Pij
(e) = Qij

(e) = 1
m. 

Definition 21. Let ω(2) = (ω(2)
1 ,ω(2)

2 ,…,ω(2)
n ) denote the fusion weight 

based on information disorder degree, then the information disorder 
weight ω(2)

j with time-varying of criterion cj is 

Fig. 2.. Process of PFPL-PT method for dynamic MCGDM.  
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ω(2)
j =

∑q

e=1
θ(te)

1 − Ej
(e)

∑n

j=1

(
1 − Ej

(e))
(21)  

When the degree of membership and non-membership contributions 
tend to be the same, that is, Ej

(e) = 1, we can ignore this criterion in 
decision-making, and the corresponding weight is 0. 

4.2.3. Weight analysis method based on information hesitation degree 
The advantage of PFPLTS is that it can help DMs express the un-

certainty of linguistic evaluation, reflect the probability and ambiguity 
of each linguistic evaluation. Obviously, the lower the hesitation of the 
DM’s evaluation information, the more certain the decision-making is. It 
further shows that the evaluation information has higher accuracy, and 
the corresponding alternative should be given greater weight. The 
weight method based on the information hesitation degree of PFPLTS is 
proposed in this subsection. 

Definition 22. Let PLij
(e) = {〈cj,PLij

(ek)(〈μij
(ek),νij

(ek)〉)〉|cj ∈ C,PLij
(ek) ∈

S,k = 1,2,…,#PLij(p)}, which means the PFPLTS evaluation information 
of alternative Ai about criterion cj at the eth stage. The information 
hesitation degree Hj

(e) is defined as: 

Hj
(e) =

∑m

i=1

∑#LPij(p)

k=1

[
1 −

(
μ(ek)

ij

)2
−
(

ν(ek)
ij

)2]
(22)  

Definition 23. Let ω(3) = (ω(3)
1 ,ω(3)

2 ,…,ω(3)
n ) denote the fusion 

weight based on information hesitation degree, then the information 
hesitation weight ω(3)

j with time-varying of criterion cj is 

ω(3)
j =

∑q

e=1

1 − Hj
(e)

/
∑n

j=1
Hj

(e)

∑n

j=1

(

1 − Hj
(e)

/
∑n

j=1
Hj

(e)

) (23)   

4.2.4. Fusion weight method based on dual ideal point-vector projection 
The ideal point method has a wide range of applications in MCGDM 

problems, and many scholars have carried out in-depth research on it. 
The vector projection method has become a commonly used tool in 
studying multiple indexes due to its simple operation and easy under-
standing characteristics. The determination of the fusion weight is 
essentially a multi-index problem. In view of the advantages of the ideal 
point and vector projection method in multi-criteria problems, they will 
be integrated to get the fusion weight in this section. 

In MCGDM problems, the effects of criteria are often divided into 
positive and negative effects. Generally, we expect that the positive 
criterion weight to be larger and the negative criterion weight to be 
smaller. Each weight vector is cosine projected on the positive and 
negative ideal weights, and the projection diagram is shown in Fig. 1. 

The definitions of positive and negative ideal weight ω+ and ω− are 
presented below. 

Definition 24. Let ω(i) = (ω(i)
1 ,ω(i)

2 ,…,ω(i)
n ), i = 1,2,3, which represent 

the criteria weight based on criterion recognition, information disorder 
degree and information hesitation degree, respectively. When the cri-
terion is positive, 

ω+ =

(

max
j

ω(1)
j ,max

j
ω(2)

j ,max
j

ω(3)
j

)

(24)  

ω− =

(

min
j

ω(1)
j ,min

j
ω(2)

j ,minω(3)
j

)

(25)  

When the criterion is negative, 

ω+ =

(

min
j

ω(1)
j ,min

j
ω(2)

j ,minω(3)
j

)

(26)  

ω− =

(

max
j

ω(1)
j ,max

j
ω(2)

j ,max
j

ω(3)
j

)

(27) 

Definition 25. We have the criterion weight vector ω(i) = (ω(i)
1 ,ω(i)

2 ,

…, ω(i)
n ), i = 1, 2, 3, positive and negative ideal weight ω+ and ω− . Let 

vector ωide
j = (ω(1)

j ,ω(2)
j ,ω(3)

j )
T
. The positive projection intensity of the 

weight vector in the positive ideal weight is denoted as Bj, and the ratio 
of the positive projection intensity to the total sum is the positive fusion 
weight of the vector, denoted as ω+

j . 

Bj =
< ω+,ωide

j >

‖ ω+ ‖ ‖ ωide
j ‖

‖ ωide
j ‖ =

< ω+,ωide
j >

‖ ω+ ‖
(28)  

ω+
j =

Bj
∑n

i=1
Bj

(29)  

The negative projection intensity of the weight vector in the negative 
ideal weight is denoted as Dj, and the ratio of the negative projection 
intensity to the total sum is the negative fusion weight of the vector, 
denoted as ω−

j . 

Dj =
< ω− ,ωide

j >

‖ ω− ‖ ‖ ωide
j ‖

‖ ωide
j ‖ =

< ω− ,ωide
j >

‖ ω+ ‖
(30)  

ω−
j =

Dj
∑n

j=1
Dj

(31) 

Then, the fusion weight is defined as: 

ωj =
ω−

j + ω+
j

2
(32)  

5. Dynamic Pythagorean fuzzy probabilistic linguistic MCGDM
with Psy-TOPSIS method

In this section, we mainly introduce the Pythagorean fuzzy proba-
bilistic linguistic TOPSIS method with psychological distance measure 
(Psy-TOPSIS) method. Then an approach for MCGDM based on Py-
thagorean fuzzy probabilistic linguistic Psy-TOPSIS is proposed. 

5.1. Novel TOPSIS method with psychological distance measure 

Individuals do not consistently distribute their attention equally to 
each dimension when describing objects, and it differs their psycho-
logical space. A psychological distance measure, which can clarify the 
influence of different psychological factors and background information 
of the DMs and alternatives, is proposed. In psychological space, the 
preferential relationship between the alternatives is reflected by indif-
ferent vectors (vfj(j= 1,2,…, n − 1)) and dominant vector (vd). The 
indifferent vectors vfj quantitatively describe the relative gain due to 
criterion substitution and the dominant vector vd can manifest the di-
rection of the optimal alternative. 

In MCGDM problems, the alternatives set isA = (A1,A2,…,Am), C =

{c1, c2,⋯, cn} is the criteria sets, and the criteria weight is ω = (ω1,ω2,… 
, ωn). To calculate the indifferent vectors, we compare each criterion 
weight with the position weighted average weight (ω̃) based on the 
normal distribution. Then, the indifferent vectors can be calculated as: 

vfj =
(
−

ωj+1

ω̃ , 0,…, 0,
ω1

ω̃

)T
(34) 
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where ω1

ω̃ 
is at the (j + 1)th position. According to Berkowitsch [26], the 

dominance vector vd is orthogonal to all indifference vectors (vfj)n− 1, 
which means vd⋅vfj = 0, j = 1,2,…,n − 1. Then, the dominant vector is 

vd =
(ω1

ω̃ ,
ω2

ω̃ ,…,
ωn

ω̃

)T
(35) 

To calculate the projection in each direction, the basis matrix(M) can 
be built as 

M =
(
vf 1, vf 2,…, vfn− 1, vd

)T (36) 

And the basis matrix (M∗) after length normalization is 

M∗ =

(
vf 1

‖ vf 1 ‖
,

vf 2

‖ vf 2 ‖
,…,

vfn− 1

‖ vfn− 1 ‖
,

vd

‖ vd ‖

)T

(37) 

It is significant to weigh the dominance vector more strongly in 
psychological distance measure by adjusting the parameter wdom. Hence, 
we construct a psychological matrix H: 

H = diag(1, 1,…, 1,wdom) (38) 

Then, the psychological distance between alternatives Ak and Al can 
be computed as follows: 

‖ D ‖i = ‖ HM∗− 1d′ ‖i, i = 1, 2,∞. (39) 

Where, d is the standard distance matrix between two alternatives Ak 

and Al, d(Ak,Al) = (PLk1 − PLl1,PLk2 − PLl2,…,PLkn − PLln), PLij is the 
PFPLTS evaluation information of alternative Ai about criterion cj. 
Especially, ‖ D ‖is 1-norm, when i = 1. ‖ D ‖is 2-norm, wheni = 2. 
‖ D ‖is infinity-norm, when i = ∞. 

5.2. An approach for MCGDM problems based on PFPLF-PT method 

We mainly introduce the dynamic Pythagorean fuzzy probabilistic 
linguistic MCGDM with the Psy-TOPSIS method. The procedure is 
visualized in Fig. 2 and summarized as follows: 

Step1: Collect and preprocess the evaluation information of the 
PFPLTS decision matrices D(ge) = (PL(ge)

ij )m×n given by the gth DM under 
the same criteria at eth stage. 

Step2: Calculate the objective weights vector θ(g)1 (te) of the gth DM 
according to the method in Definition 15. 

Step3: To subjectively evaluate the importance of the three stages 
involved in the problem, use the 1~9 scale method in Definition 16 to 
construct pairwise judgment matrix A(aij)q×q, and calculate the subjec-

tive weight vector θ(g)2 (tk) through the AHP method. 
Step4: Combine the subjective and objective time weights, use a 

nonlinear optimization model to calculate the coefficients of the time 
combination weights, and then get the time combination weights vector 
θ(g) = (θ(g)(t1,t2,…,tq)), which is assigned by the method in Section 4.1. 

Step5: Derive the comprehensive PFPLTS decision matrix D(g) =

(V(com− g)
ij )m×n of each expert. And 

c1 c2 c3 c4 c5

A1  {s5〈0.8,0.1〉} {s5〈0.9,0.1〉} {s2〈0.7,0.3〉,
s3〈0.2,0.4〉}

{s3〈0.2,0.5〉,
s4〈0.7,0.2〉}

{s5〈0.8,0.1〉}

A2  {s2〈0.5,0.2〉,
s3〈0.3,0.1〉}

{s3〈0.6,0.2〉,
s4〈0.3,0.2〉}

{s5〈0.9,0.2〉} {s3〈0.8,0.1〉} {s1〈0.9,0.1〉}

A3  {s4〈0.6,0.1〉,
s5〈0.3,0.2〉}

{s4〈0.6,0.3〉,
s5〈0.3,0.1〉}

{s5〈0.9,0.1〉} {s4〈0.9,0.1〉} {s1〈0.9,0.1〉}

A4  {s1〈0.9,0.1〉} {s1〈0.6,0.2〉,
s2〈0.4,0.3〉}

{s2〈0.5,0.2〉,
s3〈0.4,0.3〉}

{s3〈0.7,0.2〉,
s4〈0.3,0.2〉}

{s1〈0.7,0.3〉,
s2〈0.2,0.2〉}

Table 2. 
Individual PFPLTS decision matrix D12.   

c1 c2 c3 c4 c5

A1  {s2〈0.7,0.4〉,
s3〈0.3,0.4〉}

{s4〈0.7,0.3〉,
s5〈0.3,0.1〉}

{s2〈0.7,0.3〉,
s3〈0.2,0.4〉}

{s4〈0.9,0.2〉,
s5〈0.1,0.3〉}

{s4〈0.7,0.2〉,
s5〈0.2,0.5〉}

A2  {s2〈0.5,0.3〉,
s3〈0.4,0.1〉}

{s4〈0.7,0.2〉} {s5〈0.8,0.1〉} {s3〈0.9,0.1〉} {s2〈0.7,0.4〉,
s3〈0.1,0.3〉}

A3  {s4〈0.7,0.2〉,
s5〈0.2,0.3〉}

{s3〈0.6,0.3〉,
s4〈0.4,0.2〉}

{s5〈0.9,0.1〉} {s4〈0.8,0.2〉} {s1〈0.8,0.3〉,
s2〈0.2,0.2〉}

A4  {s1〈0.8,0.2〉,
s2〈0.2,0.4〉}

{s1〈0.7,0.3〉,
s2〈0.3,0.3〉}

{s3〈0.6,0.2〉} {s3〈0.9,0.1〉} {s1〈0.8,0.2〉}

Table 3. 
Individual PFPLTS decision matrix D13.   

c1 c2 c3 c4 c5

A1  {s3〈0.7,0.3〉,
s4〈0.3,0.4〉}

{s4〈0.9,0.1〉} {s2〈0.8,
0.2〉}

{s4〈0.9,0.2〉,
s5〈0.1,0.3〉}

{s4〈0.7,0.3〉,
s5〈0.2,0.5〉}

A2  {s2〈0.5,0.3〉,
s3〈0.4,0.1〉}

{s4〈0.8,0.2〉} {s5〈0.8,
0.1〉}

{s3〈0.9,0.1〉} {s1〈0.9,0.1〉}

A3  {s4〈0.7,0.3〉,
s5〈0.2,0.4〉}

{s3〈0.6,0.3〉,
s4〈0.4,0.3〉}

{s5〈0.9,
0.1〉}

{s4〈0.8,0.1〉} {s4〈0.7,0.3〉,
s5〈0.3,0.2〉}

A4  {s1〈0.7,0.3〉,
s2〈0.3,0.1〉}

{s1〈0.8,0.2〉,
s2〈0.2,0.1〉}

{s3〈0.7,
0.1〉}

{s3〈0.9,0.1〉} {s1〈0.9,0.1〉}

Table 4. 
Individual PFPLTS decision matrix D21.   

c1 c2 c3 c4 c5

A1  {s5〈0.9,0.1〉} {s5〈0.9,0.1〉} {s3〈0.6,0.4〉,
s4〈0.3,0.1〉}

{s3〈0.8,0.2〉} {s5〈0.9,0.1〉}

A2  {s2〈0.5,0.2〉,
s3〈0.3,0.1〉}

{s3〈0.5,0.3〉,
s4〈0.5,0.4〉}

{s5〈0.9,0.1〉} {s2〈0.6,0.4〉,
s3〈0.4,0.1〉}

{s1〈0.9,0.2〉}

A3  {s4〈0.8,0.1〉} {s5〈0.8,0.2〉} {s5〈0.9,0.1〉} {s4〈0.8,0.3〉,
s5〈0.1,0.3〉}

{s1〈0.9,0.2〉}

A4  {s3〈0.8,0.2〉} {s2〈0.7,0.3〉,
s3〈0.2,0.1〉}

{s3〈0.6,0.3〉,
s4〈0.4,0.3〉}

{s3〈0.8,0.1〉} {s1〈0.8,0.3〉,
s2〈0.2,0.1〉}

Table 5. 
Individual PFPLTS decision matrix D22.   

c1 c2 c3 c4 c5

A1  {s2〈0.9,0.2〉,
s3〈0.1,0.1〉}

{s4〈0.9,0.2〉} {s3〈0.7,0.3〉} {s4〈0.8,0.3〉,
s5〈0.2,0.1〉}

{s4〈0.8,
0.2〉}

A2  {s3〈0.6,0.2〉} {s4〈0.8,0.2〉} {s5〈0.9,0.1〉} {s2〈0.3,0.3〉,
s3〈0.7,0.2〉}

{s3〈0.9,
0.2〉}

A3  {s4〈0.8,0.1〉} {s3〈0.7,0.3〉,
s4〈0.3,0.2〉}

{s5〈0.9,0.1〉} {s4〈0.9,0.2〉} {s1〈0.8,
0.2〉}

A4  {s2〈0.9,0.1〉} {s2〈0.7,0.3〉} {s3〈0.7,0.2〉,
s4〈0.3,0.2〉}

{s4〈0.7,0.3〉,
s5〈0.3,0.4〉}

{s1〈0.8,
0.2〉}

Table 6. 
Individual PFPLTS decision matrix D23.   

c1 c2 c3 c4 c5

A1  {s3〈0.8,
0.2〉}

{s4〈0.9,0.2〉} {s3〈0.8,
0.2〉}

{s4〈0.9,0.2〉, s5〈0.1,
0.3〉}

{s4〈0.8,
0.2〉}

A2  {s3〈0.7,
0.2〉}

{s4〈0.8,0.2〉} {s4〈1〉} {s2〈0.5,0.3〉, s3〈0.5,
0.2〉}

{s1〈0.9,
0.1〉}

A3  {s4〈0.8,
0.2〉}

{s3〈0.7,0.3〉, s4〈0.3,
0.2〉}

{s5〈0.9,
0.1〉}

{s4〈0.9,0.2〉} {s4〈0.8,
0.2〉}

A4  {s2〈0.9,
0.1〉}

{s2〈0.8,0.2〉} {s3〈0.8,
0.2〉}

{s4〈0.8,0.2〉} {s1〈0.8,
0.2〉}

Table 1 
Individual PFPLTS decision matrix D11.   
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V (com− g)
ij =

∑p

e=1
θ(te)PLij

(ge) (40) 

Where, PLij
(ge) = [PLij

(gk)(te)〈μij(te)
(gk)

, νij(te)(gk)
〉], PLij

(gk)(te) ∈ S,k = 1,

2,…,#PL(ge)
ij . According to formula in Definition 6, 

V (com− g)
ij =

∑p

e=1
θ(te)

[
PLij

(g)(te)
〈
μij(te)

(g)
, νij(te)

(g)〉]

=
∑p

e=1
∪PLij

(gk) (te)〈μij(te)
(gk) ,νe(te)(gk)〉∈PLij

(ge)

{(
1 −

(
1 − PLij

(gk)(te)
)θ(te)

)〈
μij(te)

(gk)
, νij(te)

(gk)〉
}

(41) 

Step6: According to the score function in Definition 2 and Definition 
7, find the positive and negative ideal solution of each DM, respectively. 

Step7: Calculate the distance from each alternative to the positive 
and negative ideal solution, and get the positive and negative distance 
matrix of every DM, respectively. 

Step8: Calculate the criteria weights with time-varying based on 
criterion recognition by Eq. (17). 

Step9: Calculate the criteria weights with time-varying based on 
information disorder degree by Eq. (21). 

Step10: Calculate the criteria weights with time-varying based on 
information hesitation degree by Eq. (23). 

Step11: Calculate the fusion criteria weights based on the dual ideal 
point-vector projection method as Eq. (32). The time-varying fusion 
weight vector is recorded as ω[g] = (ω1

[g],ω2
[g],…,ωn

[g])
T. 

Step12: Calculate the dominance vector vd and the indifference 
vectors (vfj)n− 1 by the fusion criteria weight ω[g]. Then, build the basis 
matrix M. 

Step13: Construct a psychological matrix H = diag(1,1,…,1,wdom)

Step14: Compute the psychological distances d(g)
psy(Vij

(com− g),Vj
+) and 

d(g)
psy(Vij

(com− g), Vj
− ), Vj

+ and Vj
− are the positive ideal solution and 

negative ideal solution of Vij
(com− g)respectively. 

Step15: Through the weighted average method, the comprehensive 
psychological distance d(g)

psy(Ai,A+) and d(g)
psy(Ai,A− ) are aggregated based 

on each DM’s psychological distance in Step 14, and the DMs’ weight 
vector is σ = (σ1, σ2,…, σg)

T. 
Step16: Calculate the closeness ηi for each alternative Ai. 
Step17: Sort the alternatives according to ηi and choose the best one. 

6. Case study and analysis

This section will give an example about the site selecting of the
COVID-19 vaccination center to illustrate the proposed method. 

6.1. Case study: site selecting of the COVID-19 vaccination center 

With the control of the COVID-19 in the country, production and life 
are slowly recovering. China successfully eliminated COVID-19 and 

t1 t2 t3 

t1 1 1/3 5 
t2 3 1 7 
t3 1/5 1/7 1  

Fig. 3. . The time weight radar map of E1.  

Fig. 4. The time weight radar map of E2.  

Table 8 
Time comprehensive decision matrix D1.   

c1 c2

A1 {s5〈0.8,0.056〉} {s5〈0.81,0.004〉}
A2 {s2〈0.125,0.018〉, s2.2335〈0.1, 0.006〉, s2.3329〈0.075, 0.009〉,

s2.5405〈0.06, 0.003〉, s2.5604〈0.1, 0.006〉, s2.7503〈0.08, 0.002〉,
s2.8311〈0.06, 0.003〉, s3〈0.048,0.001〉}

{s3.7773〈0.336,0.008〉, s3.9999〈0.168,0.008〉}

A3 {s3.9999〈0.294,0.006〉, s5〈0.435,0.009〉} {s3.3641〈0.216,0.027〉, s3.5758〈0.144,0.027〉,
s3.8512〈0.144, 0.018〉, s3.9999〈0.096, 0.018〉,
s5〈0.3, 0.03〉}

A4 {s1.546〈0.441, 0.012〉, s1.7391〈0.189, 0.004〉,
s2.1912〈0.189,0.012〉, s2.3482〈0.081, 0.004〉}

{s1〈0.336,0.012〉, s1.2236〈0.084,0.006〉,
s1.32〈0.224,0.018〉, s1.5257〈0.056,0.009〉,
s1.546〈0.144,0.012〉, s1.7391〈0.036,0.006〉,
s1.8223〈0.096, 0.018〉, s2〈0.024,0.009〉}

c3 c4 c5

A1 {s2〈0.3920,0.018〉, s2.3329〈0.112,0.024〉,
s2.5604〈0.112,0.024〉, s2.8311〈0.032,0.032〉}

{s3.7773〈0.162,0.02〉, s3.9999〈0.567,0.008〉,
s5〈0.171, 0.147〉}

{s5〈0.648,0.056〉}

A2 {s5〈0.576,0.002〉} {s3〈0.648,0.001〉} {s1.546〈0.567,0.004〉, s2.1912〈0.081,0.003〉}
A3 {s5〈0.729,0.001〉} {s3.9999〈0.576,0.002〉} {s1.9684〈0.504,0.009〉, s2.1912〈0.216,0.006〉}
A4 {s2.7503〈0.21,0.004〉, s3〈0.168,0.006〉} {s3〈0.567,0.02〉, s3.3641〈0.243,0.002〉} {s1〈0.504,0.006〉, s1.32〈0.144,0.004〉}

Table 7. 
Judgment matrix A(aij)q×q.   
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became a non-epidemic area. However, no country can afford the cost of 
isolation from the world. At most, it can only temporarily block 
personnel exchanges with a few countries. When many countries outside 
of China treat the COVID-19 as the flu, we cannot stand alone. How to 
adapt to this possible prospect is a major challenge and a subject worth 
considering. 

The good news is that China has sufficient industrial and health 
strength to provide vaccination for a large-scale population. At the same 
time, the State Council promised that individuals would not bear any 
vaccination costs. The principle of vaccination is to make the body 
produce antibodies naturally by accessing the deactivated COVID-19. 
Vaccinating can significantly enhance the immunity of this virus. As of 
June 18, 2021, 31 provinces (autonomous regions and municipalities 
directly under the central government) and the Xinjiang Production and 

Construction Corps reported a total of 99.257 million doses of COVID-19 
vaccination. Choosing the site of the COVID-19 vaccination center will 
be related to the public recognition, vaccination efficiency and vacci-
nation success rate, and ultimately affect the essential role of the vac-
cine. Temporary vaccination centers are generally transformed from 
some public places, such as gymnasiums, conference halls. The choice of 
vaccination sites is an MCGDM problem. Suppose that the health 
administration of District A needs to establish a vaccination site. After 
preliminary screening, four alternatives {A1,A2,A3,A4}are formed, and 
two DMs {E1,E2} will evaluate the alternatives from the following five 
criteria:  

(1) Traffic conditions(c1): Reasonable and efficient traffic condition
is conducive to vaccinators to save traffic costs. In addition,

c1 c2 c3

A1 {s5〈0.864,0.006〉} {s5〈0.81,0.004〉} {s3〈0.336,0.024〉, s3.3413〈0.168,0.006〉}
A2 {s2.7685〈0.21, 0.008〉,

s3〈0.126, 0.004〉}
{s3.7943〈0.32, 0.012〉,
s4〈0.448,0.008〉}

{s5〈0.81,0〉}

A3 {s4〈0.512,0.002〉} {s5〈0.968,0.03〉} {s5〈0.729,0.001〉}
A4 {s2.3112〈0.648,0.002〉} {s1.9999〈0.392,0.018〉,

s2.3112〈0.336, 0.012〉}
{s3〈0.336, 0.012〉, s3.3413〈0.28, 0.008〉,
s3.5956〈0.24, 0.006〉, s3.8352〈0.2, 0.004〉}

c4 c5

A1 {s3.7943〈0.576,0.012〉, s5〈0.568,0.018〉} {s5〈0.576,0.004〉}
A2 {s1.9999〈0.216,0.036〉, s2.2559〈0.288,0.012〉,

s2.3112〈0.18, 0.018〉, s2.5406〈0.24, 0.006〉,
s2.5603〈0.288,0.012〉, s2.7685〈0.384,0.004〉,
s2.8135〈0.24, 0.006〉, s3〈0.32, 0.002〉}

{s3.0276〈0.729,0.004〉}

A3 {s4〈0.648,0.012〉, s5〈0.405,0.008〉} {s1〈0.576,0.008〉}
A4 {s3.283〈0.448,0.006〉, s3.7943〈0.32,0.002〉} {s1〈0.512,0.006〉, s1.2988〈0.32,0.004〉}

Table 10 
The positive and negative ideal solution of each DM.   

c1 c2 c3 c4 c5

A(1)+ {s5〈0.8,0.056〉} {s4〈0.9,0.2〉} {s2〈0.3920, 0.018〉,
s2.3329〈0.112,0.024〉,
s2.5604〈0.112,0.024〉,
s2.8311〈0.032,0.032〉}

{s3.7773〈0.162,0.02〉,
s3.9999〈0.567,0.008〉,
s5〈0.171,0.147〉}

{s5〈0.648,0.056〉}

A(1)− {s2〈0.125, 0.018〉,
s2.2335〈0.1,0.006〉,
s2.3329〈0.075,0.009〉,
s2.5405〈0.06, 0.003〉,
s2.5604〈0.1,0.006〉,
s2.7503〈0.08, 0.002〉,
s2.8311〈0.06, 0.003〉,
s3〈0.048,0.001〉}

{s1〈0.336,0.012〉,
s1.2236〈0.084,0.006〉,
s1.32〈0.224, 0.018〉,
s1.5257〈0.056,0.009〉,
s1.546〈0.144,0.012〉,
s1.7391〈0.036,0.006〉,
s1.8223〈0.096,0.018〉,
s2〈0.024, 0.009〉}

{s2.7503〈0.21, 0.004〉,
s3〈0.168,0.006〉}

{s3〈0.567, 0.02〉,
s3.3641〈0.243,0.002〉}

{s1〈0.504,0.006〉,
s1.32〈0.144,0.004〉}

A(2)+ {s5〈0.864,0.006〉} {s5〈0.968,0.03〉} {s5〈0.81,0〉} {s3.7943〈0.576,0.012〉,
s5〈0.568,0.018〉}

{s5〈0.576,0.004〉}

A(2)− {s2.7685〈0.21, 0.008〉,
s3〈0.126,0.004〉}

{s1.9999〈0.392, 0.018〉,
s2.3112〈0.336,0.012〉}

{s3〈0.336, 0.024〉,
s3.3413〈0.168,0.006〉}

{s3.283〈0.448,0.006〉,
s3.7943〈0.32, 0.002〉}

{s1〈0.576,0.008〉}

Fig. 5. The criteria weights relation of E1.  Fig. 6. The criteria weights relation chart of E2.  

Table 9 
Time comprehensive decision matrix D2.   
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convenient transportation also helps increase vaccine 
acceptance. 

(2) Flow density (c2): There are many people waiting to be vacci-
nated, and most of them are vulnerable to infection. To prevent
the possibility of the spread of COVID-19, the flow density of the
site should not be too high.

(3) Internal facilities(c3): There should be sufficient material storage
and turnover space and good emergency equipment to prevent
particular circumstances such as trampling and chaos.

(4) Surrounding supporting construction(c4): Complete security fa-
cilities and drainage systems are needed. Moreover, it should also

consider surrounding eating and resting places so that the vac-
cinators can eat and rest nearby. 

(5) Transportation and modification costs(c5): During the trans-
portation of vaccines, due to factors such as the length of trans-
portation time and temperature, the vaccine’s potency is reduced
or invalid. The transportation cost should be considered on the
premise that the vaccine will not be damaged. At the same time,
the cost and complexity of site reconstruction should not be too
high. Then, the steps to solve the problem are as follows:

Step1: Collect and preprocess the evaluation information of PFPLTS 

Fig. 7. The influence of wdom on dpsy(Ai,A+) and dpsy(Ai,A− ).  

Fig. 8. The ranking result with different norms.  
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decision matrices D(ge) = (PL(ge)
ij )m×n given by each DM under the same 

criteria at three different stages. The decision matrices are shown in 
Tables 1–6, which already meet the standard and do not need to be 
processed. 

Step2: Calculate the objective weight θ(g)1 of the gth DM at different 
stages according to the method in Definition 15. The objective time 
weights of the two DMs are θ(1)1 = (0.30,0.37,0.33)Tand θ(2)1 =

(0.26,0.37,0.37)T, respectively. 
Step3: Use the 1~9 scale method to construct pairwise judgment 

matrix A(aij)q×q, which is shown in Table 7. Calculate the subjective 
weight θ2 through the AHP method. 

The objective time weight is θ2 = (0.28,0.65,0.07)T . 
Step4: To integrate the subjective and objective time weights, we use 

the nonlinear optimization model to calculate coefficients of the time 
combination weights by the method in Section 4.1, and then get the time 
combination weights θ(1) = (0.29,0.51,0.20), θ(2) = (0.27,0.51,0.22). 
The radar map of the fusion time weight, subjective and objective time 
weight is shown in Figs. 3 and 4. 

Step5: Derive the comprehensive PFPLTS decision matrix D(g) =

(V(com− g)
ij )m×n of each expert with time weight. The comprehensive time 

decision matrices are shown in Tables 8 and 9. 
Step6: According to the score function in Definition 2,7, the positive 

and negative ideal solutions of each DM are shown in Table 10. 
Step7: Calculate the distance from each alternative to the positive 

and negative ideal solution, get the positive and negative distance ma-
trix of every DM, respectively. 

Step8: According to Eq. (17), the criteria weights vectors with time- 
varying based on criterion recognition are ω1

(1) =

(0.19,0.20,0.23,0.18,0.20)T and ω1
(2) = (0.14,0.21,0.26,0.17,0.21)T . 

Step9: According to Eq. (21), the criteria weights vectors with time- 
varying based on information disorder degree are ω2

(1) =

(0.21,0.21,0.21,0.20,0.17)T and ω2
(2) = (0.21,0.21,0.21,0.21,0.17)T . 

Step10: According to Eq. (23), the criteria weights vectors with time- 
varying based on information hesitation degree are ω3

(1) =

(0.18,0.19,0.21,0.22,0.21)T and ω1
(2) = (0.18,0.19,0.22,0.21,0.21)T . 

Step11: Based on the dual ideal point-vector projection method as 
Eq. (32). The fusion weight vectors are recorded as ω(1) =

(0.19,0.20,0.23,0.18,0.20)T and ω(2) = (0.17,0.20,0.23,0.20,0.19)T. 
And the relation between these weights can be shown in Figs. 5 and 6. 

Step12: Calculate the dominance vector vd and the indifference 
vectors (vfj)n− 1 by the fusion criteria weight ω(1) and ω(2). Then, the basis 
matrix M is obtained. 

Step13: Construct a psychological matrix H = diag(1,1,…,1,wdom), 
and let wdom = 10. 

Step14: Compute the psychological distance d(g)
psy(Vij

(com− g),V+) and 
d(g)

psy(Vij
(com− g),V− ) with the comprehensive value in Step 5. 

Step15: The DMs’ weight vector is σ = (0.5,0.5)T . Then, with the 
weighted average method, the comprehensive psychological distances 
d(g)

psy(Ai,A+) and d(g)
psy(Ai,A− ) are aggregated based on each DM’s psy-

chological distance in step 14. 
Step16: Calculate the closeness ηi for each alternative Ai. The 

comprehensive closeness ηi = (0.6631,0.3120,0.5324,0.0513). 
Step17: In accordance with ηi, the final alternative ranking is 

A1 ≻ A3 ≻ A2 ≻ A4. 
In the case calculation, keep the dominance vector at an appropriate 

importance and set the psychological index to 10. According to the 
evaluation information given by the two experts and the criteria weights 
calculated according to the time weights of different stages, the rec-
ommended ranking of the COVID-19 vaccination center selection in the 
four alternatives is A1 ≻ A3 ≻ A2 ≻ A4. Therefore, it is suggested that 
the health administration of District A establish a vaccination center at 
A1. 

6.2. Comparison and discussion 

In the former section, we mention that the variable wdom reflects the 
preference of DMs. Different distance measures and decision-making 
methods make the Psy-TOPSIS method more robust and flexible. 
Hence, to further illustrate the effectiveness of the proposed method, the 
analysis is conducted with different distance measures, decision-making 
methods and the value of wdom ranges from 1 to 40. 

6.2.1. Sensitivity analysis 
We draw figures to show the influence of parameter wdom and 

different distance measures on the alternative rankings. Fig. 7(a)-(b) 
describes the influence of varying wdom on the distance from each 
alternative to the positive and negative ideal solutions when 1-norm is 
used. It is easy to find that both dpsy(Ai,A+) and dpsy(Ai,A− ) increase 
with wdomfrom Fig. 7(a)-(b), and dpsy(Ai,A+) increases faster than dpsy(Ai,

A− ). 
DMs can express their unique personal preferences by providing 

diverse wdom, which determines the weight between dominant and 
indifferent directions. Especially, with 1-norm, when wdom = 1, which 
means the preferential relationship has no difference between dominant 
vector and indifferent vectors. From Fig. 8(a)-(c), we can conclude that 
the rankings of the alternatives are identical when wdom or the norms are 
different, yet the closeness gap increases with the increase of wdom, no 
matter which norm is used. And when wdom is greater than 4, the 
closeness gradually stabilizes, and the ranking of the alternatives be-
comes stable, which shows that our method is adequately effective and 
robust. Hence, DMs can select the value of wdom that will affect the 
alternative closeness and final rankings to describe their psychological 
preference of the dominant vector and indifferent vectors. 

6.2.2. Comparison with different ranking aggregation methods 
To illustrate the effectiveness of the proposed aggregation method, 

we compare the ranking results of several ranking aggregation methods 
with ours. As we can see from Table 11, the optimal location obtained by 
all ranking aggregation methods is A1, but the final rankings are slightly 
different by these ranking aggregation methods. The results produced by 
all these methods are not very different or even basically the same. The 
most important reason is that we use the same weights and weight 
method in the calculation, that is, the weight determination method 
proposed in Section 4 above. The traditional TOPSIS method [17] can 
effectively avoid data subjectivity and well depict the comprehensive 
influence of multiple indicators. The advantage of the OWA operator [2] 
is that it can reflect the importance of the information itself, as well as 
the importance of the location of the information. The GBWM method 
has a broad application prospect because of its low time complexity in 
computation. However, these methods can only determine the only 
decision alternatives ranking according to the known weight and deci-
sion information, that is, time varying factors and decision maker’s 
psychology are not considered. 

In the Psy-TOPSIS method, we can fully use the changing and un-
certain information to derive the time and criteria weights, which can 
directly influence the final ranking. At the same time, the DMs can fully 

Ranking aggregation method Final ranking Optimal location 

Method in [17] A1 ≻ A3 ≻ A2 ≻ A4 A1

Method in [2] A1 ≻ A2 ≻ A3 ≻ A4 A1

Method in [30] A1 ≻ A3 ≻ A2 ≻ A4 A1

Proposed method(1-norm) A1 ≻ A3 ≻ A2 ≻ A4 A1

Proposed method(2-norm) A1 ≻ A3 ≻ A2 ≻ A4 A1

Proposed method(infinity-norm) A1 ≻ A3 ≻ A2 ≻ A4 A1

Table 11 
Final ranking by different ranking aggregation methods.  
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7. Conclusion

PLTS is a valuable technique in linguistic evaluation. However, DMs
may be uncertain and self-denying about the given linguistic terms. To 
reflect the uncertainty and hesitation of DMs, we have extended the 
traditional PLTS to a new fuzzy linguistic set named PFPLTS. Then, some 
corresponding basic operations and aggregation operators have been 
proposed. A linear programming method with minimum deviation and 
the vector projection method to determine the time and criteria weights 
are submitted, respectively, which can determine the importance of 
different stages in dynamic Pythagoras fuzzy probabilistic linguistic 
MCGDM problems and make full use of the hesitation and uncertainty of 
the evaluation information. Furthermore, DMs’ psychological prefer-
ence information has been considered. With the new time and criteria 
weights method, the TOPSIS method with psychological distance has 
been developed. Finally, the validity and feasibility are verified with a 
numerical example, site selecting of COVID-19 vaccination center. 

In the future study, the proposed method can be applied in other 
MCGDM problems, such as medical diagnosis and investment decisions 
combined with forecasting model. In addition, the weight methods and 
the Psy-TOPSIS method can be further used in other fuzzy sets, such as 
intuitionistic fuzzy set and so on. 
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reflect their psychological preference for different alternatives 
between dominant vector and indifferent vectors, which indicates the 
effective-ness and superiority of the proposed method to other 
aggregation methods. 
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A B S T R A C T

A patient-specific novel systematic methodology is described in this study for automatic seizure detection from 
raw electroencephalogram (EEG) signals. Filtering process by means of band-pass finite impulse response (FIR) 
filter with the frequency range of 0.5–40 Hz is implemented at the outset to eliminate different artifacts and 
noises mixed with raw EEG signals. As EEGs are highly non-linear and non-stationary signals in nature, discrete 
wavelet transform (DWT) is then used to analyze the signals in time-frequency domain. DWT with four level 
decomposition is performed using db6 mother wavelet for feature extraction. A new feature set, composed of 
eleven non-linear statistical features extracted from each sub-bands resulting from due to wavelet decomposition, 
is then fed to the input of artificial neural network (ANN) to classify the signal accurately. Finally, a novel al-
gorithm named sequential window algorithm is carried out to improve the classification performance. 99.44% 
mean classification accuracy, 80.66% average sensitivity, 4.12 s mean latency and 0.2% average false positive 
rate (FPR) are achieved in this study. This study successfully reduces the latency time with more accuracy and 
significantly low FPR.   

1. Introduction

Epilepsy is a very much concerning issue as it may lead the patient to
serious injuries and death [1–3]. Around 0.6–0.8% of world’s popula-
tion, close to 50 million people in the world, are suffering from epilepsy, 
nearly 80% of them live in low- and middle-income countries, as stated 
by World Health Organization (WHO) [4]. If good diagnosis and treat-
ment can be ensured, then it is anticipated that maximum of 70% epi-
lepsy persons can live without seizure. But there is a lack of sufficient 
treatment for the rest of the epilepsy persons [2,5]. Identification of 
epileptic seizure is really critical. 

There are some drawbacks for detection of epileptic seizure in 
traditional clinical operation. Firstly, the neurophysiologist is to diag-
nosis a extensive size of electroencephalogram (EEG) signals recorded 
visually by monitoring continuously for long term which kills time, is 
sometimes boring and might lead to escalation the probability of error. 
Secondly, bio-signals are exceedingly subjective, so there is a high 
chance of disagreement among the physicians during the analysis of the 
seizure signals. Hence, a method which can diagnosis epileptic seizure 
automatically with trustworthy accuracy has great importance [6,7]. 

The EEG signal is a good diagnostic tool for automatic identification 

of epilepsy. The characteristics of this type of signal are complex, non- 
linear and non-stationary. So, it is convenient to analyze this signal in 
time-frequency domain, and, wavelet transform (WT) is often used for 
this purpose [3,6,8–10] to extract the features. After feature extraction 
an expert classifier is needed. Different types of neural networks, for 
instance, artificial neural network (ANN), probabilistic neural network, 
wavelet neural network, recurrent neural network and convolutional 
neural network have been used extensively to detect epileptic seizure 
due to its competency of finding the relationship between rapid varia-
tions of EEG recordings, characteristics of fault tolerance, enormous 
parallel processing ability and adaptive learning competency [10–13]. 

Recent works on automatic detection of seizure from EEG signals 
have concentrated on patient-specific predictors, where a classifier is 
trained and tested on the records of the same person [14–16]. Some 
recent studies on seizure detection using the Children’s Hospital 
Boston-Massachusetts Institute of Technology (CHB-MIT) scalp EEG 
database [17,18] are seen in literatures. In 2014, Kiranyaz et al. [14] 
recommended a patient-specific seizure detection model. They carried 
out the experiment on 21 patients excluding the data for patients # 6, 12 
and 16 of the database with common 18 channels and collected less than 
2 min of seizure data and 24 min of non-seizure data on average from 
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each patient. They divided the signal into non-overlapping 1 s segments. 
To remove physiological and electrical noise and artifacts, they used 
linear phase band pass FIR filter between the frequency range of 0.5–30 
Hz with Parks-McClellan algorithm. They extracted morphological, time 
domain, frequency domain, time-frequency domain and non-linear mel 
frequency cepstral coefficient (MFCC) features. Multi-dimensional par-
ticle swarm optimization (PSO), collective network of binary classifiers 
(CNBC) ensemble and support vector machine (SVM) classifiers were 
used to measure performance. 

In 2015, Fergus et al. [15] also proposed a patient-specific seizure 
detection model in which they used common 23 channels record for 24 
patients, but only 171 seizure files out of 198 were used. They formed 
60 s data blocks for each ictal files and 171 non-seizure data blocks 
extracted randomly from non-seizure signals. In pre-processing stage, 
second order Butterworth band pass filters were used in between delta, 
theta, alpha and beta frequency ranges. They extracted, in total 20 
features, in both time domain and frequency domain; and Fourier 
transform was performed to extract frequency domain features. 
Different classifiers, such as, linear discriminant, quadratic discrimi-
nant, uncorrelated normal density-based classifier, polynomial, logistic, 
k-class nearest neighbor classifier (KNNC), decision tree, Parzen and
SVM classifiers were used to classify the signal.

In 2018, Harpale and Bairagi [19] proposed a non-patient specific 
seizure detection model. They used 22 patients’ data, recorded using 
common 23 channels, for study among them first 6 patients’ data were 
used for testing, 4 patients’ data were used for validation, and 12 pa-
tients’ data were used for testing. Independent component analysis 

(ICA) technique was used to remove artifacts from the raw EEG signal. 
Using continuous wavelet transform (CWT), they extracted 
time-frequency features: mean, variance, coefficient of variation, root 
mean square (RMS), kurtosis, power spectral density (PSD) from wavelet 
coefficients and averaged the features value to form final feature value. 
This final feature was divided into three category: normal signal, 
pre-seizure signal (30 s before the seizure signal) and seizure signal. The 
above-mentioned time-frequency features were as the f1 feature vector 
of fuzzy classifier and f2 feature set (mean, RMS, standard deviation and 
PSD) extracted by pattern adaptable WT constructed from single chan-
nel seizure pattern from training samples. 

In 2019, Jiang et al. [16] suggested a patient-specific onset seizure 
detection model using redundancy removed dual-tree discrete wavelet 
transform (DWT) and SVM classifier. They used 181 out of 198 seizures 
which has common 23 channels and divided the recorded data into 30 s 
segments. For each seizure ictal case, they used only one 30 s segment 
and they randomly down sampled the inter-ictal data to 1:3 ratio be-
tween ictal and inter-ictal data. Energy and modified multi-scale entropy 
features have been extracted. They extracted total 2254 dimensional 
feature vectors for each segment. Therefore, these features contain huge 
amount of redundant information, so, auto-weighted feature selection 
via global redundancy minimization (AGRM) algorithm has been used to 
select the feature as well as to remove redundant information. Finally, 
leading 50 features were selected for training and testing. Then the SVM 
classifier was used to classify the data. 

In 2019, Mansouri et al. [20] carried out a non-patient specific on the 
same database but they only concentrated on the age range between 4 

Fig. 1. Work flow diagram of whole study.  

Fig. 2. Graphical representation of EEG signals (a) seizure free period and (b) seizure period.  
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and 21 years old, thus, they excluded patients # 4, 6, 10, 12 and 13 
except patient # 8 (3.5 years old). They divided signal into 10 s epochs 
with 5 s overlapping and pre-processing was performed to remove DC 
offset and 60 Hz power line noise for each epochs. Using fast Fourier 
transform (FFT), they decomposed each epoch into five frequency bands 
and calculated power in band of interest (PBI) from the FFT coefficients 
for each epoch. They computed an adaptive threshold value based on 
PBI values in three blocks of epochs, to determine whether the current 
epoch is ictal or not. If PBI value is greater than the adaptive threshold 
value, current epoch is ictal. After that they designed a distance network 
(DN) to determine spreading technique of seizure in brain, but to locate 
focus of a seizure in brain they designed correlation network (CN). 

In this research, we have developed a patient-specific computer- 
aided model which will detect epileptic seizure automatically and more 
accurately. FIR filter, DWT, ANN with suitable backpropagation algo-
rithm and newly proposed sequential window algorithm (SWA) have 
chronologically been employed to develop the model. Performance is 
duly measured using statistical parameters. 

2. Materials and methods

The work flow of this study is shown in Fig. 1, and, then the steps are
described sequentially as follows. 

2.1. Description of EEG data 

The experimental database was collected from the Children’s Hos-
pital Boston-Massachusetts Institute of Technology (CHB-MIT) scalp 
EEG database [17,18]. The database consists of EEG recordings with 
intractable seizures recorded from 22 pediatric patients who are 5 males 
and 17 females. Sampling rate of all signals is 256 samples per second 
with a resolution of 16 bits. For recording the signals international 
10–20 system of EEG electrode positions and nomenclature were used. 
Different channel configurations were used to record the signals, but in 
most cases 23 channels configuration was used. Most records are 1 h 
long but some records are also 2, 3 and 4 h long. Records that contain 
seizure are called seizure records and that do not contain seizure are 
called non-seizure records. There are total 676 records in the database 
among them 141 seizure records. In 141 seizure records, there are 198 
seizures and total seizure duration is 11621 s. A typical non-seizure 
signals from 1 s to 5 s and seizure signals from 3010 s to 3015 s are 
illustrated in Fig. 2 of patient # 1 from record # chb01_03 for 23 
channels. 

In this study, we have used only the seizure records that were 
recorded using these common 23 channels: FP1-F7, F7-T7, T7-P7, P7- 
O1, FP1-F3, F3-C3, C3-P3, P3-O1, FP2-F4, F4-C4, C4-P4, P4-O2, FP2-F8, 
F8-T8, T8-P8, P8-O2, FZ-CZ, CZ-PZ, P7-T7, T7-FT9, FT9-FT10, FT10-T8 

PN1/ 
G1 

Age Training Testing   

Record name SN1 SD1 Record name SN1 SD1 

1/F 11 chb01_03, 
chb01_04, 
chb01_15, 
chb01_16 

4 158 chb01_18, 
chb01_21, 
chb01_26 

3 284 

2/M 11 chb02_16, 
chb02_19 

2 91 chb02_16+ 1 81  

3/F 
14 chb03_01, 

chb03_02, 
chb03_03, 
chb03_04, 
chb03_34  

5  285  chb03_35, 
chb03_36  

2  117 

4/M 22 chb04_05, 
chb04_08 

2 160 chb04_28 2 218 

5/F 7 chb05_06, 
chb05_13, 
chb05_16 

3 321 chb05_17, 
chb05_22 

2 237 

6/F 15 chb06_01, 
chb06_04, 
chb06_09 

6 100 chb06_10, 
chb06_13, 
chb06_18, 
chb06_24 

4 53 

7/F 14.5 chb07_12, 
chb07_19 

2 229 chb07_13 1 96 

8/M 3.5 chb08_02, 
chb08_05, 
chb08_21 

3 625 chb08_11, 
chb08_13 

2 294 

9/F 10 chb09_06, 
chb09_19 

2 126 chb09_08 2 150 

10/M 3 chb10_12, 
chb10_20, 
chb10_27, 
chb10_30 

4 228 chb10_31, 
chb10_38, 
chb10_89 

3 219 

11/F 12 chb11_99 1 752 chb11_82, 
chb11_92 

2 54  

12/ 
F 

2 chb12_06, 
chb12_08, 
chb12_09, 
chb12_33, 
chb12_38  

15  475 
chb12_10, 
chb12_11, 
chb12_23, 
chb12_36, 
chb12_42  

12  514  

13/ 
F 

3 chb13_19, 
chb13_21, 
chb13_40, 
chb13_55, 
chb13_59  

7  309 
chb13_58, 
chb13_60, 
chb13_62  

5  226 

14/F 9 chb14_03, 
chb14_04, 
chb14_06, 
chb14_11 

5 111 chb14_17, 
chb14_18, 
chb14_27 

3 58 

15/M 16 chb15_06, 
chb15_10, 
chb15_15, 
chb15_17, 
chb15_20, 
chb15_22, 
chb15_28, 
chb15_31, 
chb15_40, 
chb15_46   

11   1267  
chb15_49, 
chb15_52, 
chb15_54, 
chb15_62   

9   725 

16/F 7 chb16_10, 
chb16_11, 
chb16_14, 
chb16_16 

4 38 chb16_17 4 31 

17/F 12 chb17a_03, 
chb17a_04 

2 205 chb17b_63 1 88 

18/F 18 chb18_29, 
chb18_30, 
chb18_31 

3 148 chb18_32, 
chb18_35, 
chb18_36 

3 169 

19/F 19 chb19_28, 
chb19_29 

2 155 chb19_30 1 81 

20/F 6 chb20_12, 
chb20_13, 
chb20_14 

4 136 chb20_15, 
chb20_16, 
chb20_68 

4 168 

21/F 13 2 106 2 93  

Table 1 (continued ) 

PN1/ 
G1 

Age Training Testing   

Record name SN1 SD1 Record name SN1 SD1 

chb21_19, 
chb21_20 

chb21_21, 
chb21_22 

22/F 9 chb22_20, 
chb22_25 

2 132 chb22_38 1 72 

23/F 6 chb23_09 4 244 chb23_06, 
chb23_08 

3 180 

24/- - chb24_01, 
chb24_03, 
chb24_04, 
chb24_06, 
chb24_11, 
chb24_14 

10 303 chb24_07, 
chb24_09, 
chb24_13, 
chb24_15, 
chb24_17, 
chb24_21 

6 208 

1patient number (PN), gender (G), seizure number (SN) and seizure duration 
(SD). 

Table 1 
Description of datasets including training and testing datasets.  
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and T8-P8. Among the 141 seizure records, 4 records (chb12_27, 
chb12_28, chb12_29 and chb16_18) were recorded using different 
channel configurations. Thus, we excluded these 4 records. In total, 137 
seizure records were used where 80 seizure records (duration 5565 s) 
and 57 seizure records (duration 5555 s) were used for testing and 
training, respectively. Table 1 gives a brief overview of database and 
training and testing data which were used in the study. 

2.2. Preprocessing the EEG signals 

Different types of artifacts, such as: eye blinks, muscle movements, 
movement of EEG sensors, power line interference, environment, etc., 
may be incorporated with EEG signals while recording. Hence, it is 
necessary to remove these artifacts from the raw EEG signals for 
extracting the actual features from the signals. High pass, low pass, band 
pass and notch filters are often used to remove these artifacts based on 
the artifacts’ frequency range. The frequency ranges of subjective and 
electrical artifacts hardly exceed 50 Hz [21], instrument artifacts also 
rarely exceed 30–40 Hz [21], power line interferences remain in 50/60 
Hz [22,23]. Interestingly, most brain activity occurs in between 3 and 
29 Hz [23,24]. Additionally, below 0.5 Hz, no cerebral activity occurs 
[21]. Actually, signals below 0.5 Hz indicates motion or other electrical 
activity [15]. Consequently, in this study, firstly, filtering was performed 
using band-pass finite impulse response (FIR) filter where the lower 
cut-off frequency is 0.5 Hz and higher cut-off frequency is 40 Hz. For 
example: Fig. 3 is depicted for both raw and filtered EEG signals for 1 s 
data and this 1 s data is collected from 2 s to 3 s data of FP1-F7 channel 
for patient # 1 and record # chb01_03. Secondly, the filtered EEG signals 
was then divided into 1 s epoch for all 23 channels. Finally, average 
value was calculated for all 23 channels data, as shown in Fig. 4. 

2.3. Discrete wavelet transform (DWT) 

WT decomposes a signal into a set of coefficients which are known as 
wavelet coefficients. It provides precise frequency and time information 
at low and high frequency due to its suitability of using variable size 

windows [6]. It is well-known that DWT, compared to CWT, offers a 
more flexible time-frequency window function, which narrows when 
observing high frequency information and widens when analyzing low 
frequency resolution. It is implemented by decomposing the signal into 
coarse approximation and detail information by using successive low 
and high pass filtering [7]. The low pass filter produces coarse approx-
imation coefficients, whereas the high pass filter outputs the detail co-
efficients. The size of the approximation coefficients and detail 
coefficients decreases by a factor of 2 at each successive decomposition. 
At each step frequency resolution is doubled and time resolution is 
halved by down sampling. Selecting the appropriate number of 
decomposition level is important for DWT. For the EEG signal analysis, 
the number of decomposition levels can be determined directly, based 
on their dominant frequency components and the number of levels is 
chosen in such a way that those parts of the signals which correlate well 
with the frequencies required for the classification of EEG signals are 
retained in the wavelet coefficients [1,13,25]. 

In this work, four level wavelet decomposition has been performed 
by using db6 mother wavelet function. The results of four level 
decomposition are four detail coefficients D1, D2, D3 and D4, and one 
approximate coefficient A4, shown in Table 2. The graphical demon-
strations are also shown in Fig. 5 for understanding how the wavelet 
decomposition works. So, D1, D2, D3, D4 and A4 coefficients were used 
for extracting the features. 

2.4. Feature extraction 

The following eleven significant features, such as, minimum value, 
maximum value, mean, variance, energy, log entropy energy, fractal 
dimension, kurtosis, skewness, median value, inter quartile range, have 
been adopted for more accurately classifying the epileptic seizures.  

Minimum value (min): min = Xmin (1) 
Maximum value (max): max = Xmax (2) 
Mean (μ):  

μ =

∑N− 1
i=0 Xi

N − 1  
(3) 

Variance (σ2):  
σ2 =

∑N− 1
i=0 | Xi − μ|2

N − 1  
(4) 

Energy (E): E =
∑N− 1

i=0 | Xi|
2 (5) 

Log entropy energy (Elog): Elog =
∑N− 1

i=0 log(Xi
2) (6) 

Fractal dimension (FD): 
FD =

∑N− 1
i=0 |Xi+1 − Xi|

N − 1  
(7) 

Kurtosis (K): K =
Fourth moment

Second mooment2
(8) 

Second Moment (SM): 
SM =

∑N− 1
i=0 ( Xi − μ)2

N − 1  
(9) 

Third Moment (TM): 
TM =

∑N− 1
i=0 ( Xi − μ)3

N − 1  
(10) 

Fourth moment (FM): 
FM =

∑N− 1
i=0 ( Xi − μ)4

N − 1  
(11) 

Skewness (S): S =
Third moment

Second mooment3/2
(12) 

Median value (M): M = XN + 1
2 

when N is odd 

M =
1
2

⎡

⎢
⎣XN

2

+X(N
2
+ 1
)

⎤

⎥
⎦ when N is even  

(13) 

Inter quartile range (IQR): IQR = Q3 − Q1 (14)  

Here, Xmin, Xmax, Xi and N are minimum value, maximum value, the 

Fig. 3. Original and filtered EEG signals.  

Fig. 4. Average value of the 23 channels data after dividing into 1 s epoch: (a) 
1 s epoch and (b) its frequency spectrum. 

Table 2 
Decomposition levels coefficients and their frequency range.  

Level # Coefficient Vector Frequency Range (Hz) 

1 D1 64–128 
2 D2 32–64 
3 D3 16–32 
4 D4 8–16 
4 A4 0–8  
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ith sample value and total samples’ number of a dataset X, respectively. 
Again, Q1 and Q3 are defined as the first and third quartile, respectively. 

These eleven statistical features are extracted from each decompo-
sition coefficient. Thus, 55 features, from D1, D2, D3, D4 and A4 sub- 
bands, are extracted in total. 

2.5. Identification 

Now, we are in need of an expert classifier to classify the signal based 
on the extracted features from the decomposed coefficients. There exist 
several classifiers, such as SVM, KNN, ANN and so on. The ANN classifier 
is considered in this work because it’s fast operations, easy imple-
mentation and ability to learn and generalize. Its working process is 
similar to human cognition process. ANN is an expert machine learning 
information processing system made up of many computational neural 
units, which are called nodes, and these are inter-connected. The 
network is trained by adjusting the weights, which is a links between the 
connecting nodes, and biases based on cost function to produce the 
desired output. To train the network, training algorithms is an integral 
part for a model development. An appropriate topology may still fail to 
give a better model, unless trained by a suitable training algorithm. A 
good training algorithm will shorten the training time, while achieving a 
better accuracy. In fact, training process is an important characteristic of 
the ANNs, whereby representative examples of the knowledge are iter-
atively presented to the network, so that it can integrate this knowledge 
within its structure [1,3,5,7,9,12,13]. It is reported that 
Levenberg-Marquardt (LM) algorithm is the fastest method for training 

moderate-sized feed forward neural networks (up to several hundred 
weights). LM algorithm combines the advantages of gradient-descent 
(GD) and Gauss-Newton method [26,27]. 

In this research, we designed ANN with 55 input nodes because we 
have extracted 55 feature vectors from five sub-bands and a single 
hidden layer with 55 hidden nodes. To select the hidden layer nodes we 
have optimized our networks with different number of hidden nodes. 
The best classification accuracy is found using 55 hidden nodes. Tangent 
sigmoid activation function is used at the hidden layer output. For 
classification problems, target output 0 is set for seizure free datasets 
and 1 is set for seizure dataset. Our network have been trained using the 
training dataset until the best performance is achieved. After that by 
using the trained network, testing dataset have been classified, and the 
performance is measured by the statistical parameters. 

2.6. Sequential window algorithm (SWA) 

After classification using ANN of the epochs, due to different artifacts 
and noise, some epochs classified incorrectly. For instance: consider the 
output from ANN for record # chb01_18 of patient # 1, as shown in 
Table 3, where epochs from 1724 to 1799s exhibits irregular patterns, 
such as, four consecutive epochs are seizure (1724–1727s) after that two 
consecutive epochs (1728–1729s) are non-seizure then one seizure 
epoch 1730s and so on, though according to the database description the 
seizure starts from 1720s and lasts 1810s. 

Actually this result is not desirable and this non-linear characteristics 
increases false detection rate (FDR). Therefore, analyzing all of the 24 

Fig. 5. Graphical demonstration of 4th level wavelet decomposition using db6 wavelet.  

Table 3 
Output from the ANN classifier for record chb01_18 of patient # 1.  

Epochs 1 2 3… 1723 1724 1725 1726 1727 1728 

Output 0 0 0 0 1 1 1 1 0 
Epochs 1729 1730 1731 1732… 1749 1750 1751 1752 1753… 
Output 0 1 0 1 1 0 1 0 1 
Epochs 1764 1765 1766 1767 1768 1769 1770 1771 1772 
Output 1 0 1 1 1 0 1 0 1 
Epochs 1773 1774 1775 1776 1777 1778 1779 1780 1781 
Output 1 1 1 0 1 1 1 1 0 
Epochs 1782 1783 1784… 1795 1796 1797 1798 1799… 2204 
Output 1 0 1 1 1 0 1 0 0 
Epochs 2205 2206 2233 2234 2235… 3493 3495 3496… 3600 
Output 1 0 0 1 0 0 1 0 0  
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patients tested records, we developed an algorithm which can improve 
FDR as well as sensitivity and specificity. In addition to, making false 
positive rate (FPR) rate zero or close to zero was main target. This al-
gorithm is accomplished in eleven steps and there are total nine sliding 
windows which function one after another. Each step window perform 
during the entire duration of the record sliding after 1 s and update 
detection rate, shown in Fig. 6, after that the next step window will 
perform and so on. 

Windows length was chosen based on the patterns. Firstly, at step 3, 
to improve the following patterns ‘1 0 1 0 1′ or ‘1 1 0 0 1′ or ‘1 0 0 1 1′, we 
made 5 s sliding window and updated the patterns to ‘1 1 1 1 1′. At step 
4, a 6 s sliding window was made to update the following patterns ‘1 0 1 
1 0 1′ or ‘1 1 0 1 0 1′ or ‘1 0 1 0 1 1′ or ‘1 0 0 1 1 1′ or ‘1 1 0 0 1 1′ or ‘1 1 1 
0 0 1′, and converted the patterns to ‘1 1 1 1 1 1′. At step 5, to remove the 
single epoch which has been detected as seizure but there is no seizure 
epoch either before or after the detected seizure epoch i.e. the patterns ‘1 
0′ or ‘0 1′, we made 2 s sliding window for selecting the pattern ‘1 1′ and 
kept the pattern unchanged otherwise for patterns ‘1 0′ or ‘0 1′, we 
converted the patterns to ‘0 0′. At step 6, again we made 5 s sliding 
window for selecting the patterns ‘1 0 1 1 1′ or ‘1 1 0 1 1′ or ‘1 1 1 0 1′

and updated the patterns to ‘1 1 1 1 1′. At step 7, for selecting the 
following patterns ‘1 0 0 0 1 1 1′ or ‘1 1 0 0 0 1 1′ or ‘1 1 1 0 0 0 1′ or ‘1 0 1 
0 0 1 1′ or ‘1 1 0 1 0 0 1′ or ‘1 1 0 0 1 0 1′ or ‘1 0 1 0 1 0 1′ or ‘1 0 0 1 1 0 1′

or ‘1 0 1 1 0 0 1′ or ‘1 0 0 1 0 1 1′, we made 7 s sliding window and 
converted the patterns to ‘1 1 1 1 1 1 1′. At step 8, we developed 8 s 
sliding window and select those patterns whose first and last epoch 
value must be ‘1′ and contains total 4 epochs whose value is ‘1′, for 
instance: window ‘1 1 0 0 0 0 1 1′. Then converted all epochs value of 
selected windows to ‘1 1 1 1 1 1 1 1′. At step 9, to remove the consecutive 
four epochs which have been detected as seizure, we made 5 s sliding 
window for selecting the pattern ‘1 1 1 1 1′ and kept the pattern un-
changed otherwise for patterns ‘1 1 1 1 0′ or ‘0 1 1 1 1′, we converted the 
patterns to ‘0 0 0 0 0′. At step 10, a 11 s sliding window was made to 
select those patterns whose first and last epoch value must be ‘1′ and 
contains total 3 epochs whose value is ‘1′, for instance: window ‘1 
0 0 0 0 0 0 0 0 0 1′ and then converted the selected patterns to ‘1 1 1 1 1 1 
1 1 1 1 1′. Finally, at step 11, to remove the consecutive nine epochs 
which have been detected as seizure, we developed a 10 s sliding win-
dow for selecting the pattern ‘1 1 1 1 1 1 1 1 1 1′ and kept the pattern 
unchanged otherwise for patterns ‘1 1 1 1 1 1 1 1 1 0′ or ‘0 1 1 1 1 1 1 1 1 
1′ we converted the patterns to ‘0 0 0 0 0 0 0 0 0 0′. 

Algorithm:  

(1) Calculate the length of the testing record’s epochs and put the
value in a variable called r.

(2) Create an array namely “outAnn” whose size is (r × 1) and put the
detected value of all the epochs using ANN classifier.

(3) Make 5 s sliding window using following steps:
a Initialize a variable, c = 0 to count the number of 1 s.
b Make a loop from i = 1 to (r-4) and increase it every time by 1.
c Check if outAnn(i,1) = 1 and outAnn(i + 4,1) = 1, if yes then

i Make a loop j = i to (i + 4) and increase it every time by 1.  
ii Check if outAnn(j,1) = 1, if yes then c = c + 1.  

iii End the loop.  

iv Check if c = 3, if yes then  
1 Make a loop k = i to (i + 3) and increase every time by 1.  
2 Set outAnn(k,1) = 1.  
3 End the loop.  

d Set c = 0.  
e End the loop.  

(4) Make 6 s sliding window using following steps:
a Set c = 0.
b Make a loop from i = 1 to (r-5) and increase it every time by 1.
c Check if outAnn(i,1) = 1 and outAnn(i + 5,1) = 1, if yes then

i Make a loop j = i to (i + 5) and increase it every time by 1.  
ii Check if outAnn(j,1) = 1, if yes then c = c + 1.  

iii End the loop.  
iv Check if c = 4, if yes then  

1 Make a loop k = i to (i + 4) and increase every time by 1.  
2 Set outAnn(k,1) = 1.  
3 End the loop.  

d Set c = 0.  
e End the loop.  

(5) Make 2 s sliding window using following steps:
a Initialize an another array namely “outAnn2′′ whose size is (r
× 1) and set outAnn2(1:r,1) = 0 and also set c = 0.

b Make a loop from i = 1 to (r-1) and increase it every time by 1.
c Check if outAnn(i,1) = 1 and outAnn(i + 1,1) = 1, if yes then

i Make a loop j = i to (i + 1) and increase it every time by 1.  
ii Check if outAnn(j,1) = 1, if yes then c = c + 1.  

iii End the loop.  
iv Check if c = 2, if yes then  

1 Make a loop k = i to (i + 1) and increase every time by 1.  
2 Set outAnn2(k,1) = 1.  
3 End the loop.  

d Set c = 0.  
e End the loop.  

(6) Again make 5 s sliding window using following steps:
a Set c = 0.
b Make a loop from i = 1 to (r-4) and increase it every time by 1.
c Check if outAnn2(i,1) = 1 and outAnn2(i + 4,1) = 1, if yes then

i Make a loop j = i to (i + 4) and increase it every time by 1.  
ii Check if outAnn2(j,1) = 1, if yes then c = c + 1.  

iii End the loop.  
iv Check if c = 4, if yes then  

1 Make a loop k = i to (i + 3) and increase every time by 1.  
2 Set outAnn2(k,1) = 1.  
3 End the loop.  

d Set c = 0.  
e End the loop.  

(7) Make 7 s sliding window using following steps:
a Set c = 0.
b Make a loop from i = 1 to (r-6) and increase it every time by 1.
c Check if outAnn2(i,1) = 1 and outAnn2(i + 4,1) = 1, if yes then

i Make a loop j = i to (i + 6) and increase it every time by 1.  
ii Check if outAnn2(j,1) = 1, if yes then c = c + 1.  

iii End the loop.  
iv Check if c = 4, if yes then  

1 Make a loop k = i to (i + 5) and increase every time by 1.  
2 Set outAnn2(k,1) = 1.  
3 End the loop.  

d Set c = 0.  
e End the loop.  

(8) Make 8 s sliding window using following steps:
a Set c = 0.
b Make a loop from i = 1 to (r-7) and increase it every time by 1.
c Check if outAnn2(i,1) = 1 and outAnn2(i + 4,1) = 1, if yes then

i Make a loop j = i to (i + 7) and increase it every time by 1.  
ii Check if outAnn2(j,1) = 1, if yes then c = c + 1.  

iii End the loop. 

Fig. 6. Basics of performing sliding window algorithm.  
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iv Check if c = 4, if yes then  
1 Make a loop k = i to (i + 6) and increase every time by 1.  
2 Set outAnn2(k,1) = 1.  
3 End the loop.  

d Set c = 0.  
e End the loop.  

(9) Again make 5 s sliding window using following steps:
a Initialize a third array namely “outAnn3” whose size is (r × 1)

and set outAnn3(1:r,1) = 0 and also set c = 0.
b Make a loop from i = 1 to (r-4) and increase it every time by 1.
c Check if outAnn2(i,1) = 1 and outAnn2(i + 4,1) = 1, if yes then

i Make a loop j = i to (i + 4) and increase it every time by 1.  
ii Check if outAnn2(j,1) = 1, if yes then c = c + 1.  

iii End the loop.  
iv Check if c = 5, if yes then  

1 Make a loop k = i to (i + 1) and increase every time by 1.  
2 Set outAnn3(k,1) = 1.  
3 End the loop.  

d Set c = 0.  
e End the loop.  

(10) Make 11 s sliding window using following steps:
a Set c = 0.
b Make a loop from i = 1 to (r-10) and increase it every time by 1.
c Check if outAnn3(i,1) = 1 and outAnn3(i + 10,1) = 1, if yes

then  
i Make a loop j = i to (i + 10) and increase it every time by 1.  

ii Check if outAnn3(j,1) = 1, if yes then c = c + 1.  
iii End the loop.  
iv Check if c >= 2, if yes then  

1 Make a loop k = i to (i + 9) and increase every time by 1.  
2 Set outAnn3(k,1) = 1.  
3 End the loop.  

d Set c = 0.  
e End the loop.  

(11) Make 10 s sliding window using following steps:
a Initialize final array namely “outFinal” whose size is (r × 1) and

set outFinal(1:r,1) = 0 and also set c = 0.
b Make a loop from i = 1 to (r-9) and increase it every time by 1.
c Check if outAnn3(i,1) == 1 and outAnn3(i + 9,1) = 1, if yes

then 

Fig. 7. Patient-specific results for CHB-MIT database where 1(a) chb01_18; 1(b) chb01_21; 1(c) chb01_26; 2(a) chb02_16+; 3(a) chb03_35; 3(b) chb03_36; 4(a) 
chb04_28; 5(a) chb05_17; 5(b) chb05_22; 6(a) chb06_10; 6(b) chb06_13; 6(c) chb06_18; 6(d) chb06_24; 7(a) chb07_13; 8(a) chb08_11; 8(b) chb08_13; 9(a) chb09_08; 
10(a) chb10_31; 10(b) chb10_38; 10(c) chb10_89; 11(a) chb11_82; 11(b) chb11_92; 12(a) chb12_10; 12(b) chb12_11; 12(c) chb12_23; 12(d) chb12_36; 12(e) 
chb12_42; 13(a) chb13_58; 13(b) chb13_60; 13(c) chb13_62; 14(a) chb14_17; 14(b) chb14_18; 14(c) chb14_27; 15(a) chb15_49; 15(b) chb15_52; 15(c) chb15_54; 15 
(d) chb15_62; 16(a) chb16_17; 17(a) chb17b_63; 18(a) chb18_32; 18(b) chb18_35; 18(c) chb18_36; 19(a) chb19_30; 20(a) chb20_15; 20(b) chb20_16; 20(c) chb20_68;
21(a) chb21_21; 21(b) chb21_22; 22(a) chb22_38; 23(a) chb23_06; 23(b) chb23_08; 24(a) chb24_07; 24(b) chb24_09; 24(c) chb24_13; 24(d) chb24_15; 24(e)
chb24_17 and 24(f) chb24_21.
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i Make a loop j = i to (i + 9) and increase it every time by 1.  
ii Check if outAnn3(j,1) = 1, if yes then c = c + 1.  

iii End the loop.  
iv Check if c = 10, if yes then  

1 Make a loop k = i to (i + 9) and increase every time by 1.  
2 Set outFinal(k,1) = 1.  
3 End the loop.  

d Set c = 0.  
e End the loop. 

For patient # 6 and 16, due to very short seizure duration, we applied 
steps 1–9. Moreover, for patient # 16, in step 9, we applied 4 s sliding 
window. 

2.7. Performance evaluation 

The performance of our proposed method is evaluated by computing 
the statistical parameters. These are:  

Sensitivity (Sens.): Sens. =
TP

TP + FN
× 100 (15) 

Specificity (Spec.): Spec. =
TN

TN + FP
× 100 (16) 

Classification accuracy (CA): CA =
TP + TN

TP + FN + TN + FP
× 100 (17) 

Latency: The amount of delay to detect seizure epochs by the algorithm as compare to 
the ground truth marked onset by the clinicians. 

False positive rate (FPR): FPR =
FP

TN + FP
× 100 (18)  

3. Results and discussion

Basic FIR filter within the frequency range of 0.5 Hz–40 Hz was used
to remove artifacts and noise fused together with EEG signals while 
recoding. The database that we used in this study contains records with 
different channel configurations, and, first, when we trained classifier 
using data from different channel configurations, it’s performance was 
very low. Thus, we selected the records which had same channel 
configuration that’s why we used these common 23 channels configu-
ration. In seizure record, both seizure signals and non-seizure signals 
exist. To train the ANN classifier, it is required unique seizure signal and 
non-seizure signal. So, each record was divided into 1 s segments. Some 
existing studies have made 5 s or 10 s segments, but making segments 
length greater than 1 s creates some trouble, for instance, when we have 
tried to divide the record # chb06_18 of patient # 6 whose duration is 
7928 s into 5 s segments, we could not make any segments for the last 3 s 
data. At next stage, average value was calculated for all the 23 channels 
data to reduce computational time and size of the feature vectors. For 
time-frequency feature extraction DWT was performed for each 1 s 
epoch. By averaging the channels data, feature vector size decreases 
from 1265 (= 23 × 5 × 11) to 55 (= 5 × 11) feature vectors for four level 
wavelet decomposition. This technique has made our model more time 
efficient and less complexity. One study, Jiang et al. [16] extracted total 
2254 dimensional feature vectors for each segment and they used AGRM 
algorithm to select the best features. This procedure requires additional 
computation time. After extracting non-linear time-frequency statistical 
features, these were fed to the input of ANN with smart training algo-
rithm. LM algorithm is more appropriate than GD algorithm because it 
requires significantly very low computational time. In training stage to 
train the classifier, for selecting seizure and non-seizure epochs from 
Training records, shown in Table 1, we used all seizure epochs and for 
non-seizure epochs selection, at first, we checked the validity of the 
epochs by measuring their classification performance then we selected 
the epochs which showed greater performance. For most of the patients 
all seizure and non-seizure epochs were used, whereas, for some patients 
majority of the non-seizure epochs were used. In addition to, from the 
Training records we trained the classifier and then using this classifier 
Tested records were tested. Moreover, Training and Testing records 

were selected based on seizure duration. In this study, we tried to divide 
the records into Training and Testing record so that each side contains 
almost equal amount of seizure duration. After the classification, the 
output of the classifier contains countable amounts of false detection 
and these false detection occurs due to trace of artifacts and noises, 
therefore, a novel ‘sequential window algorithm’ was developed to 
improve FDR. Conveniently, by using this algorithm, FDR is reduced 
significantly and performance is enhanced. We graphically illustrated 
the performance of our model, as shown in Fig. 7, and the measurement 
results are demonstrated in Table 4. 

From the performance analyses as seen in Fig. 7 and Table 4, it is 
noticed that patient # 6, 12 and 13 gives very low sensitivity rate which 
is supposed to be happened due to residual artifacts in the signals and 
also because of either age or gender of the patients. Patient # 12 and 13 
are female, they are 2 and 3 years old, respectively, thus, their data 
contains a lots of artifacts, though, patient # 8 and 10 are also 3.5 and 3 
years old, respectively, but they are male. 

We achieved 99.44% mean classification accuracy, 80.66% average 
sensitivity, 99.79% mean specificity and 0.2% average FPR. Addition-
ally, 0% FPR is achieved for patient # 1, 2, 4, 5, 7, 8, 9, 12, 16, 19, 22 
and 24. However, FPR is relatively high for patients # 6, 13, 15, 20 and 
23. Moreover, latency time for different records is depicted in Fig. 8. We
achieved average latency time 0 s for patients # 7, 11, 19 and 21. For

Table 4 
Calculated values of sensitivity, specificity, accuracy, latency and FPR after 
application of SWA.  

Patient # Sensitivity Specificity Accuracy Mean Latency (s) FPR (%) 

1 87.68 100 99.63 4 0 
2 90.12 100 99.78 8 0 
3 85.47 99.82 99.58 7.5 0.18 
4 84.40 100 99.76 4.5 0 
5 98.31 100 99.94 1.5 0 
6 52.83 99.26 99.21 1 0.74 
7 88.54 100 99.70 0 0 
8 75.85 100 99.01 9.5 0 
9 89.33 100 99.88 0.5 0 
10 86.30 99.98 99.84 3 0.02 
11 81.48 99.72 99.58 0 0.28 
12 53.11 100 98.57 5.92 0 
13 57.52 98.97 98.10 8.2 1.01 
14 81.03 99.83 99.73 3.67 0.17 
15 76.97 99.28 98.16 5.12 0.68 
16 70.97 100 99.75 1 0 
17 97.73 99.75 99.70 2 0.25 
18 82.25 99.65 99.38 8.67 0.35 
19 96.30 100 99.91 0 0 
20 80.36 99.27 98.93 6.75 0.71 
21 68.82 99.90 99.5 0 0.09 
22 86.11 100 99.72 8 0 
23 81.11 99.58 99.39 7.33 0.42 
24 83.17 100 99.84 2.83 0  

Fig. 8. Latency time for each tested seizure record where the symbols ‘*’, ‘×’, 
‘+’, ‘○’, ‘□’ and ‘◊’ represents for all (a), (b), (c), (d), (e) and (f), respectively 
from previous Fig. 7. 
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some records we also found latency time 0 s, such as, records # 
chb04_28, chb06_18, chb06_24, chb09_08, chb10_89, chb12_23, 
chb15_54, chb15_62, chb18_32 but there are few records, such as, re-
cords # chb08_11, chb12_10, chb12_11, chb12_36, chb13_60, chb15_54, 
chb18_35, chb20_15, chb20_16, chb23_06, we acieved 14, 12, 13, 14, 
16, 14, 19, 11, 13 s latency time, respectively, and due to these later 
records our mean latency time increased to 4.12 s. A comparison is done 
with other existing studies, and is shown in Table 5. Some existing 
studies [14,15,19,29,31,32] have showed greater sensitivity rate but 
poor specificity rate and accuracy. In case of long-term EEG data high 
specificity rate close to 100% is very important because if specificity rate 
is a small amount lower than 100%, a lot of non-seizure signals will be 
classified as seizure signals. For instance: from Fig. 7 it is seen that for 
patient # 6, a noticeable amount of green color where there are no 
corresponding red color, as a result these green color signals are 
detected as seizure signals but actually they are non-seizure signals 
though specificity rate is 99.26% and accuracy rate is 99.21%. Apart 
from this patient, patients # 11, 13, 14, 15, 18, 20 and 23 have also very 
few green color whereas there are no seizure signals actually. 

4. Conclusion

This research is mainly motivated on to design a methodology by 
which epileptic seizure can be detected more accurately from raw scalp 
EEG signals. Firstly, basic FIR filter with the frequency range of 0.5–40 
Hz is performed. Secondly, DWT with fourth level wavelet decomposi-
tion by using db6 mother wavelet function is executed of the filtered 
signal to characterize it in time-frequency domain. Eleven time- 
frequency features extracted from each coefficient are then fed to the 
ANN’s input. The network is trained by using LM back propagation al-
gorithm. The network is optimized in terms of hidden layer nodes to 
attain greater classification accuracy. After classification, the proposed 
SWA is used to improve FDR. Finally, we achieved 99.44% mean clas-
sification accuracy, 80.66% average sensitivity, 99.79% mean speci-
ficity, 4.12 s mean latency and 0.2% average FPR, which are relatively 
better compare to other existing studies. Significantly, FPR value is 
really low even there are some patients which have zero FPR rate, and, 
also latency rate is very reasonable. 
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A B S T R A C T

Data mining is an emerging technology where researchers explore innovative ideas in different domains, 
particularly detecting anomalies. Instances in the dataset which considerably deviate from others by their 
common patterns are known as anomalies. The state of being ambiguous and not affording certainty of data 
exists in this world of nature. Rough Set Theory is a proven methodology which deals with ambiguity and un-
certainty of data. Research works that have been done until this point were focused on numeric or categorical 
type, which fails when the attributes are mixed type. By using fuzzy proximity and ordering relations, the nu-
merical data has been converted to categorical data. This article presented an idea for detecting outliers in mixed 
data where the weighted density values of attributes and objects are calculated. The proposed approach has been 
compared with existing outlier detection methods by taking the hiring dataset as an example and benchmarked 
with Harvard dataverse datasets to prove its efficiency and performance.   

1. Introduction

Data can be defined as any matter, numerals, or content easily
handled by a system. Nowadays, companies have a huge volume of data 
in various styles and aspects. It comprises operational information such 
as stock and finance, non-operational information like weather fore-
casting and monetary information, and meta information (the infor-
mation about the information itself), like the design of different 
databases or definitions for a word given in a dictionary [3]. Modeling of 
data or providing the link between these objects will provide some in-
formation. The point of sale system provides information regarding 
when the products are sold. The information can be translated into 
knowledge based on previous facts and by future predictions. The point 
of sale system can be improved by knowing the buying behavior of the 
customers. In recent years, massive data acquisition are amassed at the 
supermarkets, images produced by the satellites, and data present in the 
networking system [29] 

A dataset may contain instances that have not adhered to normal 
behavior or deviate from the rest of the objects are termed as outliers 
[11]. A dataset may be comprised of numerical, categorical, or mixed 
types of data. It also alludes to discovering designs in the information 
system that does not adjust to expected behavior. Exceptions have 
likewise been alluded to as abnormalities, dissonant perceptions, 

exemptions, issues, abandons, distortions, commotion, or contaminants 
in various application domains. In earlier days, outliers were discarded 
as noise or exceptions. 

An anomaly may demonstrate wrong information. For instance, the 
information may have been coded mistakenly, or the analysis might not 
have been run accurately[16]. If the outlying point is erroneous, then it 
can be corrected or removed from the dataset. It may not be conceivable 
to decide whether an outlying point has invalid information. If the in-
formation contains critical anomalies, we may need to think about the 
utilization of powerful,measurable systems[6]. But nowadays, much 
importance will be given to identify outliers. Because sometimes it may 
hold some valuable information. It is vital to identify outliers in major 
domains such as criminal activities like misuse of mobile phones and 
credit card activities, pattern recognition of malignant tumors, secured 
communication in the presence of third parties, malfunction of an 
airplane engine, and artificial intelligence [2] 

The intra region anomalies are determined by density-based and 
inter-region anomalies are determined by distance-based methods[10]. 
Also, outliers can be identified in exceptional cases and the generation of 
novel patterns. Mostly clustering techniques provide efficient outlier 
detection rather than classification method. The statistical approach, 
probability model, will also be used to determine outliers[17]. 

Outliers are reported in two categories: the labeled objects are 
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treated as normal objects, and the remaining objects that are not labeled 
are identified as outliers. Each pattern will be assigned an outlier score 
by fixing the threshold value to determine the degree of outliers [18]. 
The similitude of data cannot be correspondingly measured if there 
exists much noise. But the similarity measure and density measure do 
not suit high dimensional data [8]. Nowadays, researchers are focussing 
on detecting outliers in high-dimensional data. Because so many works 
were carried out to detect outliers for qualitative and quantitative data 
[23]. The proposed approach probably suits mixed data with a high level 
of significance. Different methodologies for outlier detection techniques 
are shown in Fig. 1. 

2. Outlier detection method

2.1. Supervised method

This technique displays data uniformity and anomaly. The specialists 
label similar objects and objects that do not coordinate the model of 
ordinary objects as exceptions or outliers [1]. The normal data objects 
appear much than the outlier objects. This method has two classes 
(normal and outliers) which are imbalanced. The small amount of 
sample data taken for training will not suitably be considered for outlier 
distribution. But labeling the true object as an outlier should not be 
allowed. It is more important than outlier detection. 

2.2. Unsupervised methods 

In a few applications, labeling objects as "usual" or "exception" are 
not made. Consequently, an unsupervised learning technique must be 
utilized. Clustering can be done between normal objects and outlier 
objects[9]. Objects which deviate from normal behavior form one 
cluster, and the remaining objects fall into a normal category. The issues 
in unsupervised strategies are sometimes data that does not belong to 
any group might be considered noise but not an outlier[35]. Also, it is 
regularly expensive to design clusters first and to find anomalies. It is 
typically expected that outlier objects are distant than objects which are 
considered to be normal. 

2.3. Semi-supervised methods 

It can be viewed as the utilization of semi-supervised learning 

strategies. In particular, while accessing labeling objects, it can be uti-
lized, or with the closer unlabelled objects that are close by preparing a 
layout for normal objects. The layout of the ordinary object at that point 
can be utilized to identify outliers - the items which do not fit into the 
layout of normal objects are anomalies [4]. To enhance the nature of 
exception location, one can get assistance from models of unsupervised 
strategies. 

3. Rough set theory and fuzzy approximation space

During the 1980s, Zdzislaw Pawlak[27], a Polish mathematician,
developed a mathematical tool called rough sets with lower and upper 
approximation concepts, which have crisp sets. However, it does not 
need any prior or extra information about concerned data. There exists a 
strict association between vague and uncertain data. The rough set 
approach demonstrates a clear association between these two ideas. 
Vagueness is associated with sets, while uncertainty is associated with 
components of sets. The data analysis with rough sets uses decision ta-
bles with structured rows and columns[12]. The columns of a table are 
attributes classified into two groups: condition and decision attributes. 
Each row specifies an object which induces some decision or result. If 
some conditions are satisfied, then the decision rule is certain; other-
wise, it is uncertain. 

It also implicates the thought of similarity. Let us consider the in-
formation table IT=(W, X, Y, Z) where W is the universe which should be 
nonempty, X is the set of attributes, Y and Z are the conditional and 
decisional attributes[13]. The components of W are objects, entities, 
items, or investigations. Attributes are also represented as features, as-
pects, or characteristics. 

Assume S=(V, RT) then the subset Y⫅V and an equivalence relation 
RT∈IND(S). The subsets of X, such as lower and upper approximation, 
are defined as follows: 

RTY = ∪{X∈V/RT: X⫅Y}

RTY = ∪{X∈V/RT: X∩Y=∅}

or
x ∈ RTX if and only if [x]RT ⫅X
x ∈ RTXif andonlyif [x]RT∩

X ∕= 0 

From this, Boundary(X) = RT X -RT X will be called the RT boundary 
of X. The boundary sets are included in the upper approximation but not 
in the lower approximation. Rough sets are defined through the lower 

Fig. 1. Different Methodologies of outlier detection.  
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and upper approximation. Also, a boundary region is a devoid set (RT X 
∕= RT X). 

3.1. Membership relation and approximation 

Membership relation is derived from approximation spaces. Both 
membership and set approximation are related to knowledge only[28]. 
The representation is shown below: 

l∈T Lthenl ∈ TL
lT∈Lthenl ∈ TL 

In which,∈Treads "l surely belongs to L for T" and ∈T, "l possibly 
belongs to L concerning T", is the lower and upper membership relation, 
respectively. Fig. 2 depicts the set approximation. 

3.2. Fuzzy approximation space with Rough Sets 

In general, fuzzy sets are used to handle the issues in understand-
ability of the patterns, incomplete and noisy data, multimedia infor-
mation, and intercommunication between persons resolves quickly 
within the determined time [14]. The minimal and maximal approxi-
mation for a fuzzy set B in Z as the fuzzy sets T ↓B , T ↑ B in Z as 

(T↓B)(r) = infs∈S (R(s, r), A(s))
(T↑B)(r) = sups∈ST(R(s, r), A(s))

T↓B and T↑B can also be determined as how much inclusion Tr in B and 
overlap of Tr and B respectively [10], which is related to r ∈ T ↓ Aonly [r] 
T⫅B and r ∈ T ↑ B only [r]T ∩ B ∕= 0. 

4. Related work

Datasets make different clusters based on different labeling tech-
niques. A data item to be compared with these formed clusters that don’t 
belong to any cluster will be identified as an outlier[7]. For a single class 
classification, a support vector data description (SVDD) method was 
used. It determines a hypersphere that includes all normal data within 
its space. The objects which out lies from the hypersphere are termed 
outliers. In k-means clustering, objects that are found to be similar under 
a feature vector are formed into clusters, and any object that does not 
group under any cluster is outliers. In the local outlier factor method 
(LOF), the relative distance of an object with its neighborhood points is 

to be calculated. If the value has a high deviation, then it is an outlier 
[34]. 

Multivariate Outlier Detection (MOD) is a traditional strategy for the 
detection of outliers. It regularly demonstrates those perceptions that 
are found generally a long way from the focal point of the information 
distributed. A few distance measures are executed for such detection 
[19]. The Mahalanobis distance is an outstanding rule which relies upon 
evaluated parameters of the multivariate distribution. 

The rough membership function also is used to detect outliers from 
the real-world dataset. One of the most popular distance-based ap-
proaches is the Manhattan distance. When the threshold value increases, 
this technique outdoes the performance of statistical approaches and 
distance-based methods. The efficiency can be improved by fixing the 
proper threshold value. The clustering technique provides more accu-
racy than the distance-based approach[37,38]. Small clusters can be 
constructed by using Partitioning Around Medoids (PAM) to detect 
outliers from the dataset. 

In neural networks, the data will be trained and tested. It is used to 
clear the ambiguity in patterns and is also an effective tool to retrieve 
knowledge from large databases. The rough set method with the neural 
network is defined well to handle data mining problems. A back-
propagation algorithm has been employed using rough sets to avoid 
inconsistencies between data. The neural system learning model uses 
backpropagation. Neurobiologists and therapists initially ignited this 
field to create and test neuron’s computational analog. The neural sys-
tem is arranged so that input/yield units are associated with weights 
related to it [25]. 

Backpropagation learns by preparing an informational index of 
tuples iteratively, which contrasts the system’s expectation of an indi-
vidual tuple with the known target. The objective target might be the 
class name known for the preparation tuple (characterization issues) or 
consistent instance (forecast). Each preparation tuple has weights 
altered to limit the error of mean squared value between the system’s 
expectation and the real target instance [20] 

Rough Entropy has been used to measure the uncertainty of data. 
Each object and attribute is calculated with a weighted density value to 
detect outliers. But clustering of data had not been done[21]. The 
clustering approach can be improved by using RKM (rough K-means) 
with a preliminary centroid selection method [22]. Cluster validity 
index will be achieved by improved entropy-based rough K-means 
(ERKM) method. In multi granulation rough sets, the decision was made 
by "OR" instead of "AND" logic. When the two attributes have 

Fig. 2. Set Approximation  
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contradictions and inconsistencies, multi granulation with a rough set 
framework has been used [40]. So that, it needs effective computation. 

The traditional approach of outlier detection was the statistical 
method where it applies to single-dimensional datasets alone. The model 
suitably fits for perceptible real-world datasets where the categorical 
data has been converted into numerical data for the processing of sta-
tistical methods [5]. So it increases the processing time for tangled 
datasets. The simple outlier detection method with no prior information 
needed for the processing of data is the proximity-based technique. But, 
the calculation of distances between all objects results in high expo-
nential growth. The number of objects n and its dimensionality m is 
directly proportional to its time complexity. So it will not be suitable for 
high dimensional data. 

The parametric method is suitable for larger datasets because it has a 
built-in distribution model. If any model fits the prescribed dataset, then 
the outcome will be accurate. The data model grows with paradigmatic 
complexity, not with the size of data. The only condition is the pre-
defined model should be fit for the available dataset. The nonparametric 
methods need prior information to process. 

In some cases, the prior knowledge will not be available, or the 
computation cost will be high[32]. Many datasets use not only a 
determined data model but also follow a random distribution model. It 
may be applicable for regression and principal component analysis 
methods. In the pre-processing stage, parameter settings are to be made, 
and later they should be processed. 

An outer perception, or anomaly, seems to diverge extraordinarily 
from other individuals where it occurs. A perception (or a subset of 
perceptions) gives off an impression of conflicting with the rest of the 
data [24]. Exceptions are defined as the focuses lie outwards from the 
cluster but at the same time are isolated from the noise[30]. Patterns 
with the well-defined notion of normal behavior, which are not 
confirmed, are outliers, and the regions of network structure differs from 
expected under the normal behavior [26]. 

Social network anomaly detection focuses on outlier detection 
techniques developed in machine learning and statistical domains [31]. 
Intrusion detection with anomaly detection was proposed through sys-
tem calls[33]. First, evaluate decision-makers preferences for each 
choice and introduce the concept of pre-decisions, resulting in an 
incomplete fuzzy decision system[43]. Then, using the defined similar-
ity relation, the weighted conditional probabilities are determined. The 
concept of relative utility functions is next introduced, followed by a 
method for determining relative utility function values. Then, in 
incomplete fuzzy decision systems, we build a three-way decision model 
and apply it to the modeling of incomplete multi-attribute decision--
making issues[44]. 

On IFVIS(intuitionistic fuzzy-valued information systems), three 
alternative sorting decision-making procedures include subtracting 

intuitionistic fuzzy numbers, sorting functions, and intimacy coefficients 
[45].We create the outranked set for each alternative and present a 
hybrid information table that includes a Multi-Attribute Decision-Mak-
ing matrix and a loss function table.Multi-attribute decision-making 
(MADM) is a crucial component of modern decision sciences[46]. It 
refers to a decision problem of selecting the best alternative or ranking 
alternatives based on numerous attributes.A three-way decision has 
been included in a multi-scale decision information system, which offers 
a novel approach to addressing multi-attribute decision-making con-
cerns in a multi-scale decision information system[47]. In addition, a 
review has been made for outlier detection using data mining methods. 
The pros and cons of different outlier detection methods are shown in 
Table 1. 

5. Proposed model

Detecting outliers is a major data mining technique that has signif-
icant consideration inside different research groups and application 
domains. Numerous methods have been created to identify outliers but 
only on numerical data. Those methods cannot be applied directly to 
categorical data. So the fuzzy proximity relation is introduced to convert 
numerical data to categorical[36]. Then the Density and uncertainty of 
every object and attribute are calculated. For a stable dataset, the fixa-
tion of the threshold value is high, and for the unstable dataset, the 
lower threshold value is fixed. In this way, outliers are removed 
incredibly to improve the execution of data mining algorithms. In Fig. 3, 
at the pre-processing stage, the mixed data is converted to categorical by 
using fuzzy proximity relation in post-processing. Finally, a rough set 
entropy-based weighted density outlier detection approach is applied to 
determine outliers. 

5.1. Roughset entropy-based weighted density outlier detection algorithm 

A dataset may include missing data and some negative and null 
values, which are outliers. So the dataset is defined to be vague and 
incomplete. To handle this scenario, a rough set with a weighted 
density-based outlier detection method is proposed. In the pre- 
processing stage, numerical data is converted to categorical data by 
using fuzzy proximity relation, and then it is ordered. In the post- 
processing stage, similar objects are identified concerning attributes 
using indiscernibility relation, and complement entropy measure is used 
to calculate uncertainty values; the weighted density values are calcu-
lated by identifying indiscernible objects divided by the total number of 
objects to each attribute. Finally, the user fixes the threshold value. If the 
calculated value is lesser than the threshold, then they are treated as 
outlier objects. The following definitions will be used to detect outliers 
when the table has been converted from mixed to categorical type, 

S. 
No 

Outlier Detection 
Method 

Advantages Disadvantages 

1 Support Vector Data 
description (SVDD) 

It detects outliers well in smaller sample sizes and produces effective results for 
more intricate and scanty datasets. 

If the sample sizes become larger, outlier detection is 
difficult. 

2 k means clustering Even if the dataset is huge,outlier detection is possible Generally, outliers are to be discarded, but in this method, 
outliers form a separate group. 

3 Local Outlier Factor(LOF) The point at the smallest distance is considered an outlier to the cluster, which is 
at a denser level. But in general outlier detection approaches, the point at the 
smallest distance will not be considered an outlier. 

The threshold value will be fixed to detect outliers. The 
fixation of the threshold value will be based on the problem 
and the user. 

4 Multivariate Outlier 
Detection (MOD) 

It detects outliers (of n features)in n-dimensional space. Finding distributions of n-dimensional space is difficult, so 
training of the dataset would be required. 

5 Partitioning Around 
Medoids (PAM) 

When compared to other available partitioning algorithms, outliers are less 
noticeable in the PAM method 

Choosing k medoids is random; it gives a different result for 
the same dataset. 

6 Backpropagation Method A deeper understanding of the data is not required. Particularly sensitive to noisy data. 
7 Rough k Means(RKM) The weighted density method uses the Gaussian function to detect outliers in a 

vague dataset. 
When separating objects which are overlapped between 
clusters, the approach is susceptible. 

8 Entropy Rough k Means 
(ERKM) 

Effectively outliers are removed, which results in the formation of quality 
clusters. 

Centroid selection is random based on the Rough k means 
Method(RKM)  

Table 1 
Study on different outlier detection methods  
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which is discussed below: 

Definition 1:A. dataset DS is defined by the triplet DS=(Z,R,C) where 
Z represents the universe, R represents the objects, and C represents the 
attributes in a dataset. 

Definition 2. Let DS= (Z,R,C) and RT⫅C. The indiscernibility relation 
RT for r in R or s in C is represented as 

{Z|IND(RT)} = {[r]RT | rϵZ }

Definition 3:Let. DS=(Z, R, C), and RT⫅ C and Z
IND(RT) = {C1,C2, 

…Cm}.The complement entropy (CPE) with respect to RT is defined as 

CPE(RT) =
∑n

j=1

|C|
|R|

|C|
c
j

|R|

where Cc
j denotes complement set of Cj, which is Cc

j = R – C; 

Definition 4. Let DS= (Z,R,C), the weight of every attribute for C is 
defined as 

Weight(C) =
1 − CPE(RT)
∑n

j=1

(
Cj
)

Definition 5:The. average Density of each attribute will be deter-
mined as 

AverageDensity
(
Rj
)
=

⃒
⃒
[
Rj
]

C

⃒
⃒

|Z|

From that, the weighted Density of each object will be determined as 

follows: 

WeightedDensity(C) =
∑

riϵR

(
Average Density

(
Rj
)
,Z(C)

)

Definition 6. Let us consider the dataset DS=( Z,R,C), and θ is a 
fixed threshold value from the weighted density objects. If the value of 
Weighted Density(R) <θ then r is termed an outlier. 

6. An empirical study on hiring dataset

A fabricated mixed dataset "Hiring" is designed with four conditional
attributes Degree, Experience, French, and Reference for the effective 
proposed approach. The attribute experience has numerical values, and 
the remaining attributes such as degree, french, and reference have 
categorical values. So many algorithms are available for numerical data 
to detect outliers. But, our proposed method uses fuzzy proximity rela-
tion to convert numerical data to categorical data. The FPR(oi,oj),which 
derives binary relation for the numerical attribute experience by using 
the formula,finds the almost similarity among the objects oi &oj. 

FPR
(
oi, oj

)
= 1 −

⃒
⃒oi − oj

⃒
⃒

(
oi + oj

)

Based on calculated values, the attribute experience is ordered. The 
proposed algorithm has been applied to this dataset to detect outliers 
and graphs have also been plotted using the nominal values. The author 
has been conducted evaluations by comparing existing methods with the 
proposed method for hiring dataset. The hiring dataset with 10 objects 
and mixedattributes are shown in Table 2 and Table 3 shows fuzzy 
proximity relation for the attribute experience. 

Fig. 3. Proposed Model for Outlier Detection using Rough Sets.  

A Fuzzy Proximity Relation Approach... B. S. Ramakrishna et al.

International Conference on Recent Trends in IOT and Its Application (RTIA-18) 
Organised by Department of Computerscience Science Engineering, AIET Bhubaneswar. 22 Nov. - 24 Nov 2018

86



Let the almost indiscernibility be ω ≥ 90%, From Table 2, thus, the 
objects E1, E2, E5 are ω- identical. Similarly, E3, E4, E6, E7, E8, E9, E10 are 
ω – identical. 

U
/

Rω
1 = {{E1,E2,E5}, {E3,E4,E6,E7,E8,E9,E10}}

Based on the similarity value of ω, the attribute experience is ordered 
into two groups. The numerical values of the attribute experience for 
objects {E1, E2, E5} are having greater values. So it is classified as High 
and the remaining objects {E3, E4, E6, E7, E8, E9, E10} are classified as 
Low. Now the numeric type of experience attribute is converted to 
categorical, which is shown in Table 4. 

Obtain indiscernible relation for each attribute. Objects that possess 
indiscernible values for attributes are: 

U
/

IND (Degree) =
{

E1,E4,E7,E10
}
, {E2,E3,E8}, {E5,E6,E9}

U/IND(Experience) = {E1,E2,E5}, {E3,E4,E6,E7,E8,E9,E10}

U/ IND(French) = {E1,E2,E5,E6,E7,E10}, {E3,E4,E8,E9}

U/IND(Reference) = {E1,E7,E8}, {E2,E4,E5,E9}, {E3,E6,E10}

The complement entropy function is to be calculated for each attri-
bute with the obtained indiscernible relation. 

CE(Degree) =
4
10

(

1 −
4
10

)

+
3
10

(

1 −
3
10

)

+
3
10

(

1 −
3
10

)

=
33
50  

CE(Experience) =
3
10

(

1 −
3
10

)

+
7
10

(

1 −
7
10

)

=
21
50  

CE(French) =
24
50

;CE(Reference) =
33
50 

Calculate each attribute weight by adding the total number of at-
tributes with the complement entropy function. 

Weight of Attribute(Degree)=
17
54
; Weight of Attribute(Experience)=

29
54  

Weight of Attribute(French) =
26
54

; Weight of Attribute(Reference) =
17
54 

The weight of each object should be calculated by the summation of 
the product of the weight of attributes with indiscernible objects. 

W (E1) =
4
10

×
17
54

+
3
10

×
29
54

+
6

10
×

26
54

+
3
10

×
17
54

= 0.67;

W(E2) = 0.67;W(E3) = 0.75;W(E4) = 0.82;W(E5) = 0.67 ;

W(E6) = 0.85;W(E7) = 0.88;W(E8) = 0.75; W(E9) = 0.78;

W(E10) = 0.88.

If θ < 0.7, then the objects E1,E2and E5 are outliers. The normal and 
outlier objects are shown in Fig. 4. 

7. Experimental results

The working model of outlier detection algorithm in mixed datasets
will be understood by, conducted experiments on a hiring dataset that 
has 120 objects with four conditional attributes of numerical and cate-
gorical values. It has been implemented with Processor-Intel Pen-
tium,1GigaByte RAM, and the Windows10 operating system. Existing 
methods like Distance-based, Density-based, Local Outlier Factor and 
Class outlier factor were analyzed using Rapid Miner 7.0. The concept of 
Rough sets was implemented using C. It is a flexible language that is used 
to implement mathematical models. The proposed algorithm has been 
run on a hiring dataset that is of mixed type. The fuzzy proximity rela-
tion method was used to convert numerical value to categorical value, 
and then it was ordered. 

A rough set entropy-based weighted density outlier detection 

Objects  Degree  Experience  French  Reference  

E1 MBA  5.2  Yes  Excellent  
E2 MSc  4.3 Yes  Good  
E3 MSc  3.4 No  Neutral  
E4 MBA  2.5 No  Good  
E5 MCA  6.2 Yes  Good  
E6 MCA  3.1 Yes  Neutral  
E7 MBA  2.2 Yes  Excellent  
E8 MSc  3.2 No  Excellent  
E9 MCA  2.7 No  Good  
E10 MBA  2.4 Yes  Neutral   

Table 3 
Fuzzy Proximity Relation -Experience Attribute  

R1 E1 E2 E3 E4 E5 E6 E7 E8 E9 E10

E1 1.0000  0.9053 0.7907 0.6494 0.9123 0.747 0.5946 0.7620 0.6836 0.6316 
E2 0.9053 1.0000 0.8832 0.7353 0.8191 0.8379 0.677 0.8534 0.7715 0.7165 
E3 0.7907 0.8832 1.0000 0.8475 0.7084 0.9539 0.7858 0.9697 0.8853 0.8276 
E4 0.6494 0.7353 0.8475 1.0000 0.5748 0.8929 0.9362 0.8772 0.9616 0.9796 
E5 0.9123 0.8191 0.7084 0.5748 1.0000 0.6667 0.5239 0.6809 0.6068 0.5582 
E6 0.747 0.8379 0.9539 0.8929 0.6667 1.0000 0.8302 0.9842 0.9311 0.8728 
E7 0.5946 0.677 0.7858 0.9362 0.5239 0.8302 1.0000 0.8149 0.898 0.9566 
E8 0.762 0.8534 0.9697 0.8772 0.6809 0.9842 0.8149 1.0000 0.9153 08572 
E9 0.6836 0.7715 0.8853 0.9616 0.6068 0.9311 0.8980 0.9153 1.0000 0.9412 
E10 0.6316 0.7165 0.8276 0.9796 0.5582 0.8728 0.9566 0.8572 0.9412 1.0000  

Table 4 
Converted Table – Mixed to Categoric Type  

Objects  Degree  Experience  French  Reference  

E1 MBA  High  Yes  Excellent  
E2 MSc  High  Yes  Good  
E3 MSc  Low No  Neutral  
E4 MBA  Low No  Good  
E5 MCA  High  Yes  Good  
E6 MCA  Low Yes  Neutral  
E7 MBA  Low Yes  Excellent  
E8 MSc  Low No  Excellent  
E9 MCA  Low No  Good  
E10 MBA  Low Yes  Neutral   

Table 2 
Hiring Dataset - Mixed Type  
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method has been applied for effective outlier detection. Fig. 5 shows that 
the comparison chart for an existing and proposed method for outlier 
detection. In the distance-based outlier detection method, each data 
point has been ranked based on the distance to its k-th nearest neighbor 
[39] so that the top n data points are declared as outliers. It detects ten
outlier objects. In density-based outlier detection method DensityBased
(p, P), an object that deviates at least P distance from the p, the pro-
portion of all data objects is considered outliers. This method does not
detect any outlier objects. In the local outlier factor method, each object
should be calculated with a local outlier factor based upon the local
density measure. Then it is compared with their l nearest neighbors [41].

The objects which are having lower density values when compared 
with their neighbors are termed to be outliers. It detects seven outlier 
objects. In the class outlier factor method, each data point in the sample 
will be ranked based on ClassOutlierFactor=(S, N) where S represents 

top-class outlier and N represents the number of nearest neighbors. This 
algorithm detects ten outlier objects. Further, our proposed method 
rough set entropy-based weighted density outlier detection method 
detects outliers by computing the weighted density value of all objects 
and attributes. It detects 18 outlier objects[42]. Our proposed algo-
rithm’s performance and efficiency are high compared to existing 
methods because it calculates weighted density values for every object 
and attribute so that a true object will never be detected as an outlier. 
The comparison chart showing various outlier detection methods is 
shown in Fig. 5. 

Also, benchmark datasets such as the annthyroid dataset, breast 
cancer dataset, and letter dataset have been taken from Harvard data-
verse to show the proposed algorithm efficiency, which has been 
compared with other existing outlier detection methodologies such as 
local outlier factor (LOF), feature-based(FB), isolation forest(IF), K- 

Fig. 4. Showing Normal and Outlier objects.  

Fig. 5. Comparison Chart for Existing Methods with Proposed Method  
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nearest neighbor (KNN), average KNN and histogram-based outlier 
score (HBOS). The local outlier factor determines the Density of an ob-
ject with the distance of its neighbors. Feature bagging selects features of 
the subsamples randomly and finally combines the values of all base 
detectors, using the local outlier factor. Isolation forest observes data by 
constructing a tree[15]. The isolated value score is determined as out-
liers that are well suitable for high dimensional data. By constructing 
histograms, outliers are detected in the histogram-based outlier score 
approach. It is an unsupervised learning method that generates scores by 
considering the independent features.KNN identifies the nearest 
neighbor to an object. Based on the distance, it calculates scores, and 
outliers are identified. In the Average KNN method, super samples are 
constructed for individual classes. The test data is given as an input, and 
Average KNN searches samples available in super samples or closer. 
Others are identified as outliers. The comparison chart of the proposed 
method with existing outlier detection algorithms for the benchmark 
datasets is shown in Fig. 6. 

Other approaches like fuzzy bipolar soft set and Pythagorean fuzzy 
bipolar soft set are compared with the proposed method to prove its 
efficiency. The fuzzy-based bipolar soft set is used to analyze the patients 
with the help of membership degrees and decide whether the patient is 
hypomania, depression, or bipolar. Mostly it is used in decision-making 
systems.On the other hand, the pythagorean fuzzy bipolar soft setis 
mostly used in group decision-making situations. Personalization of the 
findings acquired is avoided because a common idea is derived from the 
opinions of all doctors. But the proposed method identifies indiscernible 
values, computesEntropy, and then calculates each object’s weighted 
density value and attribute to detect outliers. 

7.1. Measures for performance evaluation 

The performance evaluation of benchmark datasets is measured by 
calculating their accuracy, specificity, sensitivity, precision, and F1 

score. The accuracy of a classifier is calculated as the total number of 
objects which are correctly classified to the total number of objects 
available. The formula to calculate accuracy is as follows: 

Accuracy =
TP + TN

TP + FN + TN + FP  

where TP is True Positive, FP is False Positive, TN is True Negative, and 
FN is False Negative. Thus, sensitivity or recall measures the true posi-
tive values proportion, which is correctly identified, whereas specificity 
measures the true negative values proportion, which is correctly 
detected. The values are obtained from the formulas shown below: 

Specificity =
TN

TN + FP  

Sensitivity =
TP

TP + FN  

Recall =
TP

TP + FN 

Precision or positive predictive value is the one that measures rele-
vant objects from the retrieved objects. The formula to calculate preci-
sion is as follows: 

Precision =
TP

TP + FP 

F1 score measure provides the balance between precision and recalls 
when the distribution of classes is not even. It becomes worse when its 
value is 0 and best when it is 1. The formula to calculate the F1 score is as 
follows: 

F1 Score =
2 ∗ Precision ∗ Recall

Precision + Recall 

Fig. 6. Comparison of Proposed and Existing Outlier Detection Methods with Benchmark Datasets.  
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The performance evaluation of benchmark datasets such as annthy-
roid, breast cancer, and letter dataset are shown in Table 5, Table 6, and 
Table 7. 

7.2. Analysis of efficacy 

The following three sorts of tests have been conducted to see how 
each algorithm’s performance changes as factors change, such as the size 
of the data set, the dimensionality of the data set, and the number of 
outliers[48].In comparison to the local outlier factor method, the WDOD 
approach takes less time in terms of data size, data dimensionality, and 
mark the number of outliers. 

The WDOD technique appears to be particularly suitable for big data 
sets with high dimensionality and data sets with a high number of 
outliers, based on the results of these experiments. The WDOD algo-
rithm’s growing rate of execution time is substantially slower than the 
local outlier factor algorithm. As a result, when the data size is huge, 
attributes are more the suggested WDOD algorithm can ensure efficient 
execution in detecting outliers which are shown in Fig. 7, Fig. 8, and 
Fig. 9. 

8. Conclusion

In this paper, outlier detection for a mixed dataset has been pro-
posed. In the pre-processing stage, fuzzy proximity relations with order 
information rules convert numeric to categorical attributes. The rough 
set-based Entropy weighted density outlier detection method has been 
carried out to detect outliers in the post-processing stage. Research 
works carried out so far detect outliers only for numeric or categorical 
data, where mixed data was not considered. The proposed model detects 
outliers in the hiring dataset, which has mixed data, by calculating their 
weighted density value so that the normal object will not be detected as 
an outlier. However, the proposed algorithm is benchmarked with 
Harvard dataverse datasets such as the annthyroid dataset,breast cancer 
dataset, and letter dataset compared with the existing local outlier factor 
outlier method to prove its efficiency and performance level. As the 
number of increasing objects and attributes, the proposed method en-
sures efficient execution in detecting outliers.Future work will be 
focused on detecting outliers where input is dynamic and in multi-
granulation sets. The proposed work has some limitations, such that the 
fixation of threshold value sometimes results in regular objects become 
outlier and outliers become regular objects.This research did not receive 
any specific grant from funding agencies in the public, commercial, or 
not-for-profit sectors. 

Sl.No Measures LOF REBWDOD 

1 Accuracy 98.16% 99.57% 
2 Specificity 1.0 1.0 
3 Sensitivity 0.9813 0.9955 
4 Precision 1.0 1.0 
5 F1 Score 0.9906 0.9978  

Table 6 
Performance Evaluation - Breast Cancer Dataset  

Sl.No Measures LOF REBWDOD 

1 Accuracy 99.18% 99.46% 
2 Specificity 1.0 1.0 
3 Sensitivity 0.99 0.99 
4 Precision 1.0 1.0 
5 F1 Score 0.9958 0.9972  

Table 7 
Performance Evaluation - Letter Dataset  

Sl.No Measures LOF REBWDOD 

1 Accuracy 97.56% 98.69% 
2 Specificity 1.0 1.0 
3 Sensitivity 0.97 0.98 
4 Precision 1.0 1.0 
5 F1 Score 0.9872 0.9930  

Fig. 7. Comparing execution time as the number of objects grows  

Table 5 
Performance Evaluation - Annthyroid Dataset  
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Fig. 8. Comparing execution time as the number of attributes grows  

Fig. 9. Comparing execution time with an increased number of outliers  
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Input: Dataset DS(W,α, β) and θ be threshold values. 
Output: Set S holds outlier objects.  

Step 1:Start 
Step 2: Input the dataset of mixed type. 
Step 3: Use fuzzy proximity relation and ordering to convert numeric into 
categorical data. 
Step 4: Let S = ∅ 
Step 5: For each attribute βi ∈ β 
Step 6: Calculate the indiscernibility function U/IND(αi) according to definition2; 
Step 7: Calculate the complement entropy according to definition3; 
Step 8:For each attribute βi ∈ β, compute weighted Density according to definition4; 
Step 9:For each object αi ∈ W, calculate the weighted Density according to  
definition5; 
Step 10: If (Weighted Density(αi) <θ) 
Step 11: S = S ∪ {αi}. 
Step 12: Return S. 
Step 13: Stop.   

Algorithm 1 
The algorithm for the proposed model has been shown below:  
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A B S T R A C T

Encouraging the use of public transport is essential to combat congestion and pollution in an urban
environment. To achieve this, the reliability of arrival time prediction should be improved as this is one
area of improvement frequently requested by passengers. The development of accurate predictive algorithms
requires good quality data, which is often not available. Here we demonstrate a method to synthesise data
using a reference curve approach derived from very limited real world data without reliable ground truth.
This approach allows the controlled introduction of artefacts and noise to simulate their impact on prediction
accuracy. To illustrate these impacts, a recurrent neural network next-step prediction is used to compare
different scenarios in two different UK cities. The results show that a realistic data synthesis is possible,
allowing for controlled testing of predictive algorithms. It also highlights the importance of reliable data
transmission to gain such data from real world sources. Our main contribution is the demonstration of a
synthetic data generator for public transport data, which can be used to compensate for low data quality. We
further show that this data generator can be used to develop and enhance predictive algorithms in the context
of urban bus networks if high-quality data is limited, by mixing synthetic and real data.

us journey simulation to develop public transport predictive algorithms

amrata Khamari, Department of Computer Scinece Engineering , NM Institute of Engineering & Technology, Bhubaneswar, namrayakhamari@outlook.com 

apas Ranjan Baitharu, Department of Computer Sciencel Engineering, Aryan Institute of Engineering & Technology, Bhubaneswar, tkbaitharu11@gmail.com 
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1. Introduction

Cities around the world are trying to shift personal traffic to public
transport to reduce congestion and environmental impact. A crucial
part of such a strategy is to make public transport as convenient as
possible. Bus passengers often rely on Real-Time Passenger Information
(RTPI) systems at bus stops, online and in mobile apps. These RTPI
systems can be unreliable [1] which is inconvenient for passengers.
In general, passengers assign different priorities to certain aspects of
public transport. Reliability and safety are considered the two most
important [2].

The importance of making especially buses as attractive as possible
n comparison to private vehicles is highlighted in the historical statis-
ical records. In the UK, 4.8 billion bus trips were made in 2018/19,
ccounting for 58% of all public transport journeys [3]. These journeys
mounted to 27.4 billion km travelled and saved approximately 96
illion tonnes of CO2 [4]. However, since 1985, bus travel has been

teadily decreasing by a total of 0.7 billion journeys. As other public
ransport modes such as trains in most areas cannot be a replacement
or local bus services, this suggests that a larger share of passengers opt
or private vehicles. This is mirrored in the continuous upward trend
f car traffic on British roads [3]. To encourage potential passengers
o use public transport, it is crucial to make it as attractive as possible
o reverse the above trends, ultimately having a positive impact on the

environment as well as congestion levels in urban settings. However,
the mentioned data are pre-pandemic, thus the long-term impact of the
pandemic on public transport cannot currently be anticipated.

Other studies also highlighted the importance of accurate Estimated
Time of Arrival (ETA) predictions to improve customer experience [5].
Many public transport providers have developed mobile apps, which
give ‘live’ positions of vehicles. Passengers can use such technology to
decide when to leave the house to catch a bus without having long wait
times at a bus stop. However, we previously noted the latency of this
information caused by delays of wireless network infrastructure and the
fact that the data in our operational area passes through a number of 3rd

party systems [6]. Therefore, the RTPI system might suggest a vehicle is
further away than it is in reality. This could cause a passenger to miss a
bus and thus unnecessarily inconvenience them. In Bournemouth, one
of the two cities used as an example in this study, the latency of the
internet-based ‘live position’ is approximately 30–40 s. To alleviate this
issue, we have proposed a short-horizon prediction which will be useful
in the further development of ETA and long-term predictions, and in
bringing the ‘live’ locations closer to reality. The commonly deployed
Automatic Vehicle Location (AVL) systems [7], could supply data for
such approaches.

To compare any potential model, the assessment of their perfor-
mance is of crucial importance, this has to be reported in a way
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that allows to replicate and compare the results. However, this is not 
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possible in all cases as some authors report relative errors [8–10] and
o consistency in the reported parameters can be distinguished. The
recondition for all machine learning algorithms should be verifiable,

and the RoyalSociety’s report highlights this as a central feature [11].
This has also been recognised in the healthcare sector where guidelines
or the development and reporting of predictive models exist [12].

The difference in standards might be explained because ETA predic-
tions do not affect the health or safety of a passenger and a spurious
lgorithm might at most cause inconvenience rather than physical

harm. However, for an operating company, this might cause a loss of
evenue through a decline in patronage, and the society as a whole

might be subjected to more congestion that could simply be reduced
y providing accurate ETA predictions. Furthermore, the doctrine of
cience is replicability. The reproducibility crisis is most prominently

known from psychological research [13] however due to its notoriety,
it has been actively addressed [14]. It has also been identified as a
roblem in ‘harder’ sciences such as biomedicine [15] and also arti-

ficial intelligence [16]. Although results gained from machine learning
echniques might be considered hard evidence, because the final model
s based on mathematical concepts, they often suffer from similar
roblems as seen in psychology where the research is often subjective
o the researcher. The similarities between the two fields are that the
indings cannot usually be explained due to the ‘black box’ effect. The

field of psychology has now started to apply lessons from problems seen
n machine learning research [14]. A suggested way of addressing such

problems is meta-science that could shed light on the true accuracy
f findings [17]. However, this relies on comparable measurements
f accuracy, which is not found in a large proportion of the public
ransport literature. Therefore, comprehensive standards of reporting
re urgently needed in the field of predictive bus transportation re-

search. This as a consequence poses the issue that high-quality data is
required to develop good predictive models. We and other researchers
have highlighted that data quality issues need to be considered in
he context of public transport research [6,18–20]. Therefore, in this
tudy we demonstrate a method to synthesis bus journeys based on

limited and low quality data. This allows on the one hand to generate
a hybrid dataset to develop models from. On the other hand it has the
otential to be used to generate synthetic datasets that can be used
or benchmarking in an attempt to combat the highlighted replicability

issues faced by public transport research.
In our data, a notable lack of quality hampers the development

of predictive algorithms. The quality issues include the lack of clear
journey identification, linkable to a timetable, artefacts such as gaps
in recordings, falsely reported line numbers, and direction of travel
inbound vs. outbound). These quality issues make it impossible to
evelop accurate predictive algorithms. Unfortunately, the simplest
olution of recording high-quality historical data is not feasible due

to closed source data collection by 3rd party companies. To address
his issue, this study describes a reference curve-based synthetic data

generator, which bases its assumptions on limited real-world data. This
allows to test algorithms in a controlled environment and enables the
njection of user-defined artefacts into the dataset to test their effect on
rediction quality. We also show that mixing real and synthetic data

improves the prediction accuracy.

2. Background

Methods for ETA prediction can include simple historical averages
or be based on statistical models. However, due to the complexity of the
ETA prediction, machine learning methods have become increasingly
popular [21]. In recent years, artificial Neural Networks (NN) have
revolutionised a number of other domains. Therefore, NNs should be
expected to have similar potential when applied to bus ETA prediction
problems. A comprehensive review specifically investigating NN appli-

cations in public transport [22] found that only 16% (12) addressed j

International Conference on Recent Trends
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o other modes of transport. This suggests that the area of bus ETA
rediction using NNs might be underrepresented in the context of
ublic transport research. This relative absence of NNs to predict bus
TA is striking as NNs have revolutionised other areas of data science
uch as image and speech recognition [23,24].

The challenge of all machine learning approaches is to fine tune
he model parameters, one solution is to use genetic algorithms [25] to
ptimise machine learning algorithms inspired by nature. Several inno-
ative variations have been demonstrated in the recent literature, such
s an algorithm inspired by the mating of red deer populations [26],
r the simplification of parameter search with a simplified metaheuris-
ic [27]. The same authors also demonstrate methods applicable to
upply chain management using the Taguchi method to outperform
onventional genetic algorithms [28] as well as the potential use of
lockchain algorithms in the management of supply chains [29], ad-
itionally they show applications to predict photovoltaic electricity
eneration [30] as well as bioremediation [31].

Nowadays, the majority of buses have onboard AVL systems, which
re equipped with GPS sensors and transmit the location of the bus
t frequent intervals, typically ranging between 20 and 60 s. The
vailability of vehicle locations are the basis for any ETA prediction
nd are accessible through the AVL system and do not necessarily need
ny additional investment in static sensors.

The biggest hurdle in developing machine learning solutions gen-
rally is the difficulty to acquire enough good-quality data to develop
useful algorithm. In some fields, this has led to the use of simulated
ata ranging from medicine [32] to geophysics [33]. Regarding public
ransport journey simulation, the literature is scarce. Some examples
elated to bus data simulation include bus platooning [34] as well as
raffic simulation [35]. However, to the best of our knowledge, no
tudy has investigated the use of simulated data to train a next step
rediction model for urban bus networks. In many areas of machine
earning research, benchmark datasets are common [36]. These allow
esearchers to objectively compare algorithms against each other. This
s missing in the field of urban bus networks. Therefore, the presented
ata generator could allow the generation of a standardised benchmark
ataset that could lay the foundation for further research in public
ransport.

. Real-world data processing

.1. Data collection

Data is accessible via the infrastructure of our collaborators, and two
ritish cities have been selected with the largest number of vehicles
nd access to recorded travel data. AVL data was collected from two
ifferent bus operators from Reading (UK) line 17 and Bournemouth
UK) line 1 (Fig. 1). Each vehicle transmits its position approximately
very 40 s, which is recorded by the company providing the Electronic
icketing Machines (ETMs) with the integrated AVL-system. Due to
ata handling by several independent entities, only a limited amount
f information is transmitted. The available data are:

• Timestamp
• Position (latitude and longitude)
• Line number
• Direction (outbound or inbound)

For the Bournemouth operator, it became apparent that the trans-
itted directions are often incorrect and so are the line numbers when a

ehicle changes its line during an operational run. The data collected in
eading had a better integrity with reliably transmitted direction, thus
implifying the data processing steps. Based on this limited information,
t is not possible to match a vehicle to a timetable corresponding to the

ourney it is currently serving. A journey is a specific trip found in the
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Fig. 1. Location of both example cities and the journey shape used for all experiments. The line 1 in Bournemouth is shown yellow and the line 17 in Reading in blue. (For
nterpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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imetable of a bus line, e.g., the outbound 9 AM service 1. In contrast, a
oute pattern (also referred to as ‘shape’) is the route as travelled on the
oad, which can vary slightly for each journey for the same bus service.
n the example of line 1 in Bournemouth, there are several patterns
hich can include different starting points along the route, resulting

n shorter overall journeys or slightly different routes. In both cities,
eliably matching a vehicle directly to a specific route pattern is not
ossible as the unique route pattern identifiers were not accessible to
s. Therefore, one route pattern for each city was arbitrarily selected
nd used to generate synthetic data, which is an acceptable approach
s in the selected cities the differences between patterns are negligible.

.2. Identifying route sections for filtering

The bus route used in Bournemouth is line 1, starting in the town
entre towards Christchurch (Fig. 1). The complete route shape in-
ludes longer journeys and therefore needs to be truncated. In the
econd example of Reading line 17 was used, which can have up to
0 different route patterns per direction with different runtimes and
inor variations in route shapes (Fig. 1). Additionally, a complicating

actor is that the route follows a one-way system in the city centre,
eaning that the routes are different depending on the served direction.
herefore, a two-pronged approach was used. To initially filter journeys
hat were too far away from the shape, all available shapes for both
irections were combined to a template shape. Any journey outside a
adius of 3 𝑥 the mean distance to the template shape was excluded. The
inal filtering with the ability to enforce the direction was done using
n arbitrarily selected route pattern from the many different patterns
vailable for each line covering the entire length of the route. In the
ase of Reading these route patterns are mostly identical, however, in
ournemouth the patterns can be very different. We have described
hese issues previously [6].

.3. Identification of individual journeys

Due to the lack of explicit journey identification, a heuristic ap-
roach was used to separate individual journeys that will then be used
s a basis to generate synthetic data.
Bournemouth operator does not reliably transmit the direction a

ehicle currently serves. However, an observation made was that at
he end of a journey vehicles stopped transmitting data for a short
eriod of time. Thus, once it reappears in the data stream, a gap in
he timestamps can be detected. A new journey was defined as a time
 t

International Conference on Recent Trends
Organised by Department of Computerscience Science Eng
ap of more than 15 min. If such a gap is detected, it is assumed a new
ourney has started.
Reading operator reliably reports the direction of travel, making

he identification of an individual journey easier. Furthermore, vehicles
end to serve the same line and do not change lines between runs, by
electing a single direction, large gaps in transmission timestamps can
e observed, making the separation of journeys accurate.

.4. Trajectory generation

It is assumed that the vehicles follow the identified outbound jour-
ey shape. This allows us to represent a journey as a trajectory which
s the distance travelled along the route shape. Using such a trajectory,
journey can be represented in two dimensions based on the distance

ravelled and the run time from the start of the journey.

.5. Additional processing steps

To ensure a clean dataset, repetitions at the start where the vehicle
id not move further than 10 m were removed and a journey is assumed
o start once the vehicle has moved further than this threshold. The
ourney was presumed to have ended as soon as it had reached its
aximum trajectory.

. Synthetic data generation

The data generation process uses a heuristic data-based approach to
enerate synthetic journeys. This process is broken down into several
ub steps:

• The interpolation of the route shape as the reported points are
not evenly distributed along the route.

• The identification of the normal run time for a journey is based
on historical data, which also allows the identification of delays.

• The probability-based simulation of the delays.

The above steps are described in detail in the following subsections.

.1. Interpolating the journey based on the route shape

A synthetic journey is generated based on future timetables. To
void all vehicles starting at the same point, a time offset is added to
he start time of the timetable, which is a random number between 0
 in IOT and Its Application (RTIA-18) 
ineering, AIET Bhubaneswar. 22 Nov. - 24 Nov 2018



and 40 s (the transmission interval). This is added to the scheduled 
 

m  
d
d  

 
g  
f  
t  

 
o  

 
t  
6  
w  
i  
t  
u  

 
 
 
 

e  
 

s  

4

t  
 

t  
c

 
 
 

o  
w

 
c  

 

t  
t  

 

 
 
 

 
a

 
(  
c  

 
d  
w  

 
 

t  

4.2.2. Journey generation

u
t
c
a
t
c

4

d
d
t
a
p
t
o
o
l
v
a
i
a
o
t
i

𝜈
𝑃

W

i
(
r
m
r
i
𝑑
e
o
G
w
w

𝜂
𝑃

W
n

t
f

𝑃

W
n

t
r

Bus Journey Simulation... N. Khamari et al.
97
start time. The distance that should be offset is then calculated by
ultiplying the offset by the average speed observed in the real world
ata 8 m/s (30 km/h). The timestamps are then interpolated to a user-
efined interval — 40 s in the presented example. Calculating the

time difference between two subsequent stops on the route segment
ives the overall runtime. This can be divided by the transmission
requency of 40 s to give the number of transmissions expected on
his route section. By assuming the vehicle travels at a constant speed,

the progress along the shape can be estimated and the coordinates
f the shape at the transmission points can be extracted. However,

the coordinates of the reference journey pattern are not equidistant;
he distances between consecutive reported locations vary between
 m and 100 m. Therefore, interpolation solely based on the shape
ould give very different speeds depending on the road shape. This

s avoided by generating an interpolation based on the distance along
he route. The closest calculated distance of the shape coordinates is
sed to calculate the difference between the interpolation coordinate

and the shape coordinate. If this distance is greater than 5 m, the two
neighbouring points on the shape are used to interpolate the positions
between these two coordinates to make the data more realistic. This
does not account for variations in the speed or the curvature of the
arth, but as the distance is at most 100 m, it is a reasonable omittance.

Additionally, it appears that wider gaps are found on straight road
ections and the frequency increases in meandering sections, making

the proposed approach a good compromise.

.2. The problem of determining delays

As arrival times at bus stops are not recorded, it cannot be de-
ermined whether a vehicle was running on time or was delayed. An

additional difficulty is that the journey times vary and depend on the
ime of the day and weekdays. This variation in timetabled runtime
ompensates for the expected traffic status. TomTom, a location tech-

nology company, records congestion characteristics for different cities
based on consumer GPS data. The data for Bournemouth indicates the
percentage of delay that needs to be added to a journey at a certain time
f day. The maximum in Bournemouth is on a Wednesday afternoon
ith an expected 71% increase in travel time (pre-pandemic) [37].

Most times of the day, the timetable overestimates the travel time
ompared to the expected time based on TomTom’s data. However, it

needs to be kept in mind that the vehicles travel between Bournemouth
and Christchurch and the data only accounts for Bournemouth. Fur-
hermore, stops to let passengers board or debark are not considered in
he TomTom dataset. This means the timetable accounts for expected

variations in traffic conditions and thus cannot be used to simulate
vehicle delays.

Another avenue explored was the use of Google services to predict
delays based on consumer data, which was not possible as buses travel
in bus lanes, making the route very different from a prediction based
on Google Maps.

4.2.1. Probability based simulation of delays
By assessing all journeys within the real-world dataset by weekday

nd hours of day, a reference trajectory can be derived. This refer-
ence trajectory is simply the mean trajectory of all observed journeys
Fig. 2(a)). As a result, the outliers are removed and the reference
urve represents the baseline of a ‘normal’ journey (Figs. 2(b) and

2(c)). This allows to calculate the probability that a journey will be
elayed or early for every time of each week day. Reference curves
ere generated using a centred moving 3 h window except for the

first and last hour where a truncated window was used. This gives the
advantage that the time dependency of delays is simulated, meaning
hat a vehicle following a delayed bus will most likely also be delayed,

thus approximating the delay propagation along a single line.
International Conference on Recent Trends
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To generate a journey, the timetables of one week are queried and
sed as a template. The reason for this approach is that although the
imetables for Bournemouth are available until the end of the current
alendar year, this is not the case in Reading where only one week is
vailable. As the timetable normally does not drastically change within
he same year, this is a justifiable approach. Subsequently, the reference
urve queried and the following relevant data points are extracted:

• The mean reference trajectory.
• The standard deviation as well as 95% confidence intervals.
• The probabilities of delayed or early arrival with respect to the

reference curve (Fig. 2).

.2.3. Delays
Based on the reference curve, the probability of a journey being

elayed or early can be calculated. Whether a journey is delayed is
ecided by sampling from a normal distribution for each entry of
he reference table, a random number r is generated and stored in
probability list {𝑟𝑜...𝑟𝑛}. These parameters double as a modification

arameter to generate the delay or time gain. To remove variations of
he list of probabilities, a Savitzky–Golay filter is applied with a window
f 7 and a polynomial order of 3. A decision whether a vehicle will be
n time, early or delayed is made based on the smoothed probability
ist. A vehicle will arrive early if 𝑟 < 𝑝𝑒𝑎𝑟𝑙𝑦. If 𝑝𝑒𝑎𝑟𝑙𝑦 < 𝑟 < 𝑝𝑒𝑎𝑟𝑙𝑦 + 𝑝𝑑𝑒𝑙𝑎𝑦𝑒𝑑
ehicle is delayed. If neither of the conditions is true, the vehicle is
ssumed to be on time. To simulate the variations in time gained, the
nitially expected runtime 𝑡 of the reference curve is calculated as well
s the difference of the last position of the reference curve 𝛾. The ratio
f expected variation is calculated based on the confidence interval of
he reference curve 𝜈. Thus, the progress along the trajectory under the
nfluence of a time gain can be calculated as follows:

= (𝜎𝑖∕𝛾𝑖) ∗ (𝑅 = {

1
0

)
= 𝑃𝑖−1 + 𝑡 − (𝑡 × ((0.9 × 𝜈) × 1.25))

here: 𝜈=volatility, 𝛾=reference, 𝑃=position, 𝑡 =expected time at position
If the next position will be delayed, a random modification factor m

s generated by sampling from a beta continuous random distribution
𝛼=1, 𝛽=2). This tailed distribution was chosen as it makes large
eductions in delay less likely and a vehicle will in most circumstances
ake up no or very little time. The delay volatility is defined as the

atio of the reference curve standard deviation to the reference curve
tself multiplied by m. Additionally, the delay of the previous step
𝑖−1 is calculated and subtracted from the current delay to prevent an
xponential increase in delay. To account for random major changes
utside the ‘norm’ of delay or time gains observed in the real data,
PS noise is generated using a uniformly sampled random number R
hich also acts as a weight of the additional delay. Thus, a position
ith simulated noise can be described as:

= 𝜈 × (𝑅 = {

1
0

+ 1)
= 𝑃𝑖−1 + (𝑡 + [(𝜈 × 𝑚) − 𝑑𝑖−1 ± 𝜂])

here: 𝜂= noise to be added, 𝜈=volatility, 𝑃=position, 𝑡 =expected time at
ext position

If the bus is most likely on time, the probability 𝑝 of it being on
ime is used to generate an adjustment towards the reference curve as
ollows:

= [𝑃𝑖−1 + 𝑡] − [𝑝 × 𝑡]

here: 𝑃=position, 𝑝 = probability a vehicle is on time 𝑡 =expected time at
ext position

The generated trajectory is then interpolated to give positions in
ime intervals of 40 s consistent with the transmission rates of the
ecorded data.
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Fig. 2. (a) The historical trajectories of a one day block in Bournemouth (Tuesday 9–12 am). (b) The relative difference from the reference curve along the trajectory. Journeys
delayed at more than 60% of the positions are highlighted in red. (c) Probability of travelling early or late on the trajectory. The discrepancy in the sum of the two conditions
represents the fraction of vehicles that arrive on time. (c) The average time difference to the reference curve with the uncertainty highlighted. (For interpretation of the references
to colour in this figure legend, the reader is referred to the web version of this article.)
4.3. Injection of artefacts

The original data is affected by artefacts caused by the behaviour
of vehicles as well as data collection issues. Three noteworthy artefacts
have been incorporated into the simulation of the synthetic data and
are described below.

4.3.1. Injection of GPS noise
GPS recordings are affected by noise which can depend on the

surrounding environment, such as high-rise buildings. In the cities used
in this study, buildings tend to be low and thus effects due to reflection
of the GPS signal are unlikely and have not been observed. To simulate
the inaccuracies of the GPS recording, random noise sampled from a
normal distribution (mean=0, 𝜎=7) is added to latitude and longitude.

.3.2. Injection of repeated locations
Due to operational reasons, journeys have scheduled buffers to

llow vehicles to catch up with the timetable. This means that the
ehicle often repeatedly transmits the same location at the start or end
f a journey. At the journey start, 83% of the journeys have repeated
ocations, whereas end-repetitions are seen in 67% of journeys. The
umber of repeats varies depending on how long a vehicle is stationary.
skew-normal distribution [38] was fitted to both the start and end

epetitions and this reference distribution is used to sample the number
f repeats at either end of the journey. This artefact is optional and
atasets with as well as without have been generated as in theory it
s possible to gather journey data only for the journey itself without
uffer times at either end.

.3.3. Geofencing artefacts
The original data collected contained characteristic circular pat-

erns. We empirically demonstrated previously [6] that the origin of
uch characteristic artefacts are the geofencing methods used by some
VL-systems to determine if a vehicle has arrived at a bus stop [6].
International Conference on Recent Trends
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Unless the bus has been very close to the stop, the AVL-system ‘snaps’
the real position of the vehicle to a circular geofencing boundary with a
radius of 10 m. As this is an unusual artefact, it is generated optionally.

4.4. Data generation

For both cities, datasets were generated for 145 days and for three
different conditions:

• a journey only with GPS noise,
• a journey with GPS noise and circular artefacts,
• a journey with GPS noise, and start and end repeats.

Additionally, a hybrid dataset was generated for the city of Reading
containing 5000 journeys, of which 50% were synthetically generated
and the remaining half were taken from the original dataset.

5. Prediction methods

5.1. Benchmarks

Two naïve benchmark algorithms were used to compare all models
against.

Average speed: This method uses the average speed of a vehicle
since the start of its current journey. Thus, it does not reflect any short-
term speed variation. The calculated speed is used to interpolate the
position of the vehicle from the trajectory of its journey pattern for the
next 40 s.

Current speed: This method uses the last three transmitted po-
sitions of a vehicle to calculate its current average speed, hence ac-
counting for temporary speed variations. The prediction is made by

interpolating the position for the next 40 s from the journey trajectory.
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5.2. Target representation

The target was represented as a trajectory, by projecting the coordi-
ates onto the route pattern of a journey. This ensures that inaccuracies
ocating a vehicle off-route are removed. In practice, this method

predicts a number representing the progress along the trajectory with a
ax of 1, which is the final destination. To illustrate the performance

f the model, the trajectory can be decoded into coordinates to allow
the calculation of a Haversine distance between the predicted and
ctual location, which is more intuitive than a loss based on the
rajectory. Two variations of this target representation were used: a.

the unconstrained progress along the trajectory, which could lead to a
vehicle appearing to move backwards, b. the distance travelled in the
ext time interval added to the last known position, which enforces a
orward prediction.

.3. Input features

The features included were: coordinates normalised to a bounding
box representing the operational area of the bus company, the time
elta between consecutive recordings, the elapsed time from the start
f the journey, and time embeddings as described below. The input

features were min–max normalised.

.4. Handling of time

The time information was split into its components to make it
possible for the algorithms to learn periodic patterns. To achieve this,
the timestamp was translated into the minute of the day, the hour of the
ay, and day of the week. These were embedded in a multidimensional

space as detailed in the architecture description 5.6.

.5. Input windows

A moving window was applied to each journey. The window size
was a minimum of 10 data points growing by one time step at a time
ntil the end of the journey. This ensures a realistic simulation of the
rogress of a journey as would be observed in a real world application.

.6. Architecture

Two neural networks were used with identical architecture except
for the Recurrent Neural Network (RNN) module [39], which was
ither a Gated Recurrent Unit (GRU) [40] or a Long Short Term
emory (LSTM) network [41]. The time embeddings were learned by

he network in a multidimensional space. The dimensions were chosen
as half of the possible number of values for each embedded variable. As
an example, the hour of the day was embedded in 12 dimensions as the

aximum number of hours is 24. These embeddings with a total of 52
imensions were fed into a linear layer to reduce their dimensions back

to the original number of time-based features. The output of the linear
ayer was concatenated with the remaining input features and fed into

either a GRU or LSTM layer followed sequentially by a 1D batchnorm, a
linear layer, a leaky ReLU, a second batchnorm and a final linear layer.

o ensure the outputs were bounded, a sigmoid function was applied.

5.7. Hyper-parameters

To allow for direct comparison between the models, all training
hyper-parameters were kept constant between the two cities. It is
ppreciated that this might not always yield the best performance but
ill illustrate the influence of the modifications made on the perfor-
ance. The variables used were chosen through empirical exploration

ollowing the recommendations described by [42]. Each model was
trained for 50 epochs using the one-cycle policy [42] with a maximum
earning rate of 10−1 (Bournemouth) and 10−2 (Reading). As a loss
unction, the mean average error (MAE) was used.
 j

International Conference on Recent Trends
Organised by Department of Computerscience Science Eng
6. Results and discussion

It is crucial to compare predictive algorithms using several different
metrics to ensure a balanced interpretation of the results. Furthermore,
it has to be kept in mind that in the presented example the two cities
are considerably different. The most striking difference is the practice
regarding journey shapes. The idea behind a journey shape is that
it gives the exact route along the road of a certain journey. This,
however, is handled differently by the bus operators. In the example of
Reading each journey has an individual shape amounting to 90 shapes
a day. These are mostly very similar or identical. In the example of
Bournemouth fewer shapes are used, however, the shapes are signif-
icantly different in length as well as route, highlighting the need for
standardisation of public transport data. As a result, only a subset of
the journeys in Bournemouth are similar enough to be simulated in one
approach, thus this dataset contains fewer journeys than the dataset
generated for Reading (17,115 vs 7839 journeys). These differences
have to be kept in mind and are crucial for the interpretation of the
results. The median accuracies for mean speed benchmarks in Reading
are lower in all datasets compared to the current speed benchmark and
are shown in Fig. 3. The current speed benchmark for Bournemouth is
comparable to the average speed benchmark. In the example of Reading
this is not the case and the current speed benchmark suffers from higher
prediction errors compared to the average speed benchmark (Fig. 3). An
explanation could be that vehicles in Reading are more likely to stop for
rief periods, which is reflected in a 13% increase of standard deviation
f the travelling speed compared to Bournemouth. Interestingly, the
istogram for the Reading benchmarks shows a peak around 80 m for
he dataset with repeated start and ends (Fig. 4). This is explained
y the benchmarking method, which uses the last three positions to
stimate the average speed. Thus, a vehicle’s speed can change from
tationary to moving within 120 s or vice versa. Considering this time
rame, 80 m/120 s corresponds to an average speed of 24 km/h, which
s a realistic prediction for an urban bus network and in accordance
ith the estimated speed from the mean speed benchmark (Figs. 3 &
)).

.1. Perfect journeys

The first set of experiments shows the ‘perfect’ synthetic jour-
ey. These are generated without any of the discussed artefacts and
herefore, should represent the simplest prediction problem. Poor per-
ormance of both architectures can be observed in the Bournemouth
ataset. Both architectures perform virtually identical with a mean
rror of 63.8 m (𝜎=55 m) (Fig. 5(a)). This is an accuracy comparable
o the benchmarks (current speed: 64.2 m, mean speed: 62.1 m). This
nderwhelming performance could be explained by the smaller dataset
ompared to the Reading data, however, a more likely explanation is
he variability of the journey shape and routes in Bournemouth, which
aturally results in less realistic synthetic data. As a consequence,
t is difficult to identify individual journeys from the original data.
urthermore, the data generation suffers from the fact that the vehicles
o not follow a consistent route, which would be expected to cause
nrealistic synthetic journeys. In contrast, the prediction for Reading
erforms well with a mean error of 41.5 m (𝜎=46.5) and 47.5 m
𝜎=47.2) for the GRU and LSTM respectively (Fig. 5(a)). Both models
ignificantly improve on the error compared to the benchmark (current
peed: 68 m, mean speed 50.7 m). As mentioned previously, this dataset
ontains more journeys per day, however, the most likely explanation
f this performance improvement can be attributed to the uniform

ourney shape, which will reduce errors in the data generation.
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Fig. 3. Boxplot illustrating the prediction errors of the two nïve benchmark algorithms for both cities.
Fig. 4. Boxplot illustrating the prediction errors of the two nïve benchmark algorithms for both cities.
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6.2. Ticketing machine artefacts

The introduction of the characteristic circular artefacts into the
dataset would be expected to make any prediction more difficult. This
is indeed observed in the predictions for Bournemouth. The average
GRU performance was reduced by 2.5 m compared to the artefact free
journeys. Notably, the performance of the LSTM did not significantly
decrease and remained at 63.9 m (Fig. 5(a)). Similar findings were
observed in Reading where the mean error of the GRU increased by
5 m. Interestingly, the mean error of the LSTM decreased by 2 m.

6.3. Repeats at start and end

The introduction of repeats at the start and end of the journey
did have a strong impact on the prediction performance. The mean
prediction error in Bournemouth increased by 5 m and 2 m for the
GRU and LSTM, respectively. In Reading, the GRU prediction worsened
drastically by 24 m, whereas the LSTM was not affected and remained
at 47.8 m (Fig. 5). This is an intuitive response of the LSTM which,
due to its ability to forget irrelevant information, is able to focus on
the data relevant for the next step prediction.

6.4. Using hybrid data to improve predictions

The described hybrid dataset was used to demonstrate a possible ap-
plication. As an intuition, it was assumed that the addition of synthetic
data, which are cleaner and not affected by uncontrollable artefacts,
should improve the overall prediction. When using an unconstrained
prediction along the trajectory, this however is not observed and a
model trained on purely synthetic or hybrid data performs worse
on inference on real data (Fig. 5). This, however, is not the case if
the prediction is forced forward as described in Section 4.4. If the
prediction space is limited, an improvement in the inference accuracy
of networks trained on both the real world dataset can be observed both
in the purely synthetic and the hybrid dataset. The largest improvement
can be observed if hybrid data were used for training (Fig. 5(b)).
 n
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6.5. Discussion of results

The results of this study show that the addition of synthetic data
can improve predictive algorithms, which suffer from data quality
issues. The use of synthetic data is used in many settings [43], such
as healthcare settings to preserve privacy [44] but is also used in the
assessment of algorithms such as feature selection methods where the
control of features is important [45]. Some authors have also used
synthetic data to estimate the upper theoretical limits of predictive
algorithms [46]. The generation of hybrid datasets consisting of both
real and synthetic data is less common, but examples such as from
computer vision exist [47] or for classification problems with heavily
unbalanced data [48]. Furthermore, some studies used synthetic data
to augment small datasets, for example to improve pandemic datasets
and the associated machine learning models [49]. Examples from the
field of public transport are rare and mostly focus on optimisation of
transport networks and specifically bus routes to minimise delays [50–
2]. However, in general, a knowledge gap appears to prevent the
ombination of simulated data with machine learning algorithms [53],
hich could be beneficial to improve many areas especially in public

ransport research. This study demonstrates the use of such hybrid
atasets to improve prediction quality. Furthermore, it highlights the
ack of framework previously noted by us [54]. A prediction accuracy
omparison with the wider literature for this study is not possible as
imilar research aims to solve different problems. The reason for this is
hat the research focus regarding short horizon predictions are focused
n time frames of >5 min [55,56] or are defined as a distance rather
han a time horizon [57]. Shorter prediction horizons are found in
he literature but are aimed at predicting different metrics such as
peed [58] or the elimination of bus-bunching [59]. As there are, to
he author’s knowledge, no examples in the literature predicting the
osition of urban buses in an ultrashort prediction horizon, a compar-
son with other studies cannot be drawn. Additionally, this study does
ot claim predictive superiority but demonstrates that the use of hybrid
 in IOT and Its Application (RTIA-18) 
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Fig. 5. (a) Boxplots for both cities and for each of the dataset and network architecture combinations. It is apparent that the performance in Reading is considerably better and
the expected deterioration with the introduction of artefact can be observed. (b) top: Boxplots showing the error ranges in meters for the unconstrained networks the grey boxes
show a network trained on real data as reference. The red boxes show the error of the holdout portion of the synthetic or hybrid dataset the orange boxes show the inference
errors on the real dataset. (b) bottom: Boxplots showing the error ranges in meters for the forced forward networks the grey boxes show a network trained on real data as
reference. The dark blue boxes show the error of the holdout portion of the synthetic or hybrid dataset the light blue boxes show the inference errors on the real dataset. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
data can improve prediction accuracy. This knowledge will be of value
to public transport researchers and can be applied to any prediction
problem as well as to any model architecture to push the limits of the
available data.

7. Conclusion

The importance of making public transport as convenient as possible
is self-evident and could help increase passenger numbers and reduce
urban congestion and pollution. Reliable predictions of current vehicle
position and arrival times play a crucial part in this endeavour. How-
ever, this is being inhibited by the lack of reliable data, making any
such algorithm development difficult.

Therefore, the described method of generating realistic journeys
builds a bridge between the low quality recordable data and the real
world. As a result, it is a platform to develop algorithms in a simulated
and controlled environment, which can later be deployed in a real
world scenario. Additionally, this platform allows simulation of user-
specified artefacts as demonstrated by the repetition of positions or
geofencing based disturbances. This study has highlighted several areas
of improvement for urban bus network data to allow the development
of reliable predictive solutions. The most striking observation was that
any RNN based predictions in Bournemouth barely outperformed the
naïve benchmark. This is due to the varied route shapes and lengths
of the same bus line, making generalisation unfeasible. Thus, it can
be recommended from a managerial as well as software development
point of view that either route shapes should be standardised between
the lines or that the lines are subdivided based on their route shapes.
This will greatly improve the potential of the data collected and the
development of data-based software solutions.
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The second observation was that the prediction performance can be
improved if the data is as clean as possible. This means that technology
providers need to collaborate to ensure the best possible outcome for
public transport as a whole. Although geofencing methods to determine
the arrival at a stop are useful, the produced artefacts of some systems
do have a negative impact on the tested predictive algorithms. Further-
more, an indication whether a vehicle has started or ended a journey
will help in the overall prediction accuracy. The differences between
the two example cities highlight the need for a national standard if
accurate predictions are desired, universally preventing the need to
develop a predictive system from the ground up for each city and
operational line. This would be a big step forward to an implementation
of mobility as a service and would benefit all public transport operators.

The limitations of this study are that the ground truth can only be
approximated due to the lack of high-quality data. This, however, is
also the driving force behind the demonstrated approach to further ad-
vance this research and any other research relying on public transport
data, the following key points should be considered for future research:

• Develop a standardised framework to transmit and record public
transport data.

• Standardise the use of route patterns to ensure they can be used
for data driven applications.

• Develop a benchmarking framework specifically for predictive
algorithms in urban bus networks.

In the meantime, until such standardisations become reality, our
data generation method described here is a good approximation of

reality and a useful tool in simulating effects on urban bus networks.

 in IOT and Its Application (RTIA-18) 
ineering, AIET Bhubaneswar. 22 Nov. - 24 Nov 2018



Bus Journey Simulation... N. Khamari et al.
102
References

[1] M.M. Salvador, M. Budka, T. Quay, Automatic transport network matching using
deep learning, Transp. Res. Proc. 31 (2016) (2018) 67–73, http://dx.doi.org/
10.1016/j.trpro.2018.09.053, URL https://linkinghub.elsevier.com/retrieve/pii/
S2352146518301273.

[2] G.-J. Peek, M. van Hagen, Creating synergy in and around stations: Three
strategies for adding value, Transp. Res. Rec. J. Transp. Res. Board 1793 (1)
(2002) 1–6, http://dx.doi.org/10.3141/1793-01, URL http://trrjournalonline.trb.
org/doi/10.3141/1793-01.

[3] Department for Transport, Transport Statistics Great Britain 2019 Moving Britain
Ahead, Tech. rep., 2019, p. 10.

[4] Department for Business Energy & Industrial Strategy, Greenhouse gas reporting:
conversion factors 2019, Research and Analysis (2019) URL https://www.gov.
uk/government/publications/greenhouse-gas-reporting-conversion-factors-2019.

[5] R.G. Mishalani, M.M. Mccord, J. Wirtz, Passenger wait time perceptions at
bus stops : Empirical results and impact on evaluating real- time bus arrival
information, J. Publ. Transp. 9 (2) (2006) 89–106, http://dx.doi.org/10.5038/
2375-0901.9.2.5.

[6] T. Reich, M. Budka, D. Hulbert, Impact of data quality and target representation
on predictions for urban bus networks, in: 2020 IEEE Symposium Series on
Computational Intelligence, SSCI 2020, IEEE, 2020, pp. 2843–2852, http://
dx.doi.org/10.1109/SSCI47803.2020.9308166, URL https://ieeexplore.ieee.org/
document/9308166/.

[7] M. Hickman, Bus automatic vehicle location (AVL) systems, in: Assessing the
Benefits and Costs of ITS, Kluwer Academic Publishers, Boston, 2006, pp. 59–88,
http://dx.doi.org/10.1007/1-4020-7874-9{_}5, URL http://link.springer.com/10.
1007/1-4020-7874-9_5.

[8] Z. Junyou, W. Fanyu, W. Shufeng, Application of support vector machine in bus
travel time prediction, Int. J. Syst. Eng. 2 (1) (2018) 21–25, http://dx.doi.org/10.
11648/j.ijse.20180201.15, URL https://www.tandfonline.com/doi/full/10.1080/
21680566.2017.1353449.

[9] J. Li, J. Gao, Y. Yang, H. Wei, Bus arrival time prediction based on mixed
model, China Commun. 14 (5) (2017) 38–47, http://dx.doi.org/10.1109/CC.
2017.7942193, URL http://ieeexplore.ieee.org/document/7942193/.

[10] L. Meng, P. Li, J. Wang, Z. Zhou, Research on the prediction algorithm of the
arrival time of campus bus, in: Advances in Intelligent Systems Research, AISR,
Vol. 142, 2017, pp. 31–33.

[11] The Royal Society, Machine learning: the power and promise of computers
that learn by example, in: Report By the Royal Society, Vol. 66, The
Royal Society, 2017, p. 125, http://dx.doi.org/10.1126/scitranslmed.3002564,
URL https://royalsociety.org/~/media/policy/projects/machine-learning/
publications/machine-learning-report.pdf.

[12] W. Luo, D. Phung, T. Tran, S. Gupta, S. Rana, C. Karmakar, A. Shilton, J. Year-
wood, N. Dimitrova, T.B. Ho, S. Venkatesh, M. Berk, Guidelines for developing
and reporting machine learning predictive models in biomedical research: A
multidisciplinary view., J. Med. Int. Res. 18 (12) (2016) e323, http://dx.doi.
org/10.2196/jmir.5870, http://www.ncbi.nlm.nih.gov/pubmed/27986644.

[13] M. Baker, Over half of psychology studies fail reproducibility test, Nature
(2015) http://dx.doi.org/10.1038/nature.2015.18248, http://www.nature.com/
doifinder/10.1038/nature.2015.18248 http://www.nature.com/articles/nature.
2015.18248.

[14] T. Yarkoni, J. Westfall, Choosing prediction over explanation in psychology:
Lessons from machine learning, Perspect. Psychol. Sci. 12 (6) (2017) 1100–1122,
http://dx.doi.org/10.1177/1745691617693393.

[15] M. Baker, 1,500 Scientists lift the lid on reproducibility, Nature 533 (7604)
(2016) 452–454, http://dx.doi.org/10.1038/533452a, URL http://www.nature.
com/doifinder/10.1038/533452a.

[16] M. Hutson, Artificial intelligence faces reproducibility crisis unpublished code
and sensitivity to training conditions make many claims hard to verify, Science
359 (6377) (2018) 725–726, http://dx.doi.org/10.1126/science.359.6377.725,
URL http://www.ncbi.nlm.nih.gov/pubmed/29449469.

[17] J.W. Schooler, Metascience could rescue the ‘replication crisis’, Nature 515
(7525) (2014) 9, http://dx.doi.org/10.1038/515009a, URL http://www.nature.
com/doifinder/10.1038/515009a.

[18] W. Rasdorf, H. Cai, C. Tilley, S. Brun, H. Karimi, F. Robson, Transportation
distance measurement data quality, J. Comput. Civ. Eng. 17 (2) (2003) http:
//dx.doi.org/10.1061/(ASCE)0887-3801(2003)17:2(75).
International Conference on Recent Trends
Organised by Department of Computerscience Science Eng
[19] S. Robinson, B. Narayanan, N. Toh, F. Pereira, Methods for pre-processing
smartcard data to improve data quality, Transp. Res. C 49 (2014) http://dx.
doi.org/10.1016/j.trc.2014.10.006.

[20] R. Arbex, C.B. Cunha, Estimating the influence of crowding and travel time
variability on accessibility to jobs in a large public transport network using smart
card big data, J. Transp. Geogr. 85 (2020) http://dx.doi.org/10.1016/j.jtrangeo.
2020.102671.

[21] R. Choudhary, A. Khamparia, A.K. Gahier, Real time prediction of bus arrival
time: A review, in: 2016 2nd International Conference on Next Generation
Computing Technologies, NGCT, IEEE, 2016, pp. 25–29, http://dx.doi.org/10.
1109/NGCT.2016.7877384, URL http://ieeexplore.ieee.org/document/7877384/.

[22] E. Pekel, S.S. Kara, A comprehensive review for artificial neural network
application to public transportation, Sigma J. Eng. Nat. Sci. 35 (1) (2017)
157–179.

[23] I. Sutskever, O. Vinyals, Q.V. Le, Sequence to sequence learning with neural
networks, 2014, pp. 1–9, http://dx.doi.org/10.1007/s10107-014-0839-0, URL
http://arxiv.org/abs/1409.3215.

[24] R. Yamashita, M. Nishio, R.K.G. Do, K. Togashi, Convolutional neural networks:
an overview and application in radiology, Insights Imaging 9 (4) (2018) 611–629,
http://dx.doi.org/10.1007/s13244-018-0639-9.

[25] O. Theophilus, M.A. Dulebenets, J. Pasha, Y.y. Lau, A.M. Fathollahi-Fard, A.
Mazaheri, Truck scheduling optimization at a cold-chain cross-docking terminal
with product perishability considerations, Comput. Ind. Eng. 156 (March) (2021)
http://dx.doi.org/10.1016/j.cie.2021.107240.

[26] A.M. Fathollahi-Fard, M. Hajiaghaei-Keshteli, R. Tavakkoli-Moghaddam, Red deer
algorithm (RDA): a new nature-inspired meta-heuristic, Soft Comput. 24 (19)
(2020) 14637–14665, http://dx.doi.org/10.1007/s00500-020-04812-z.

[27] A.M. Fathollahi-Fard, M. Hajiaghaei-Keshteli, R. Tavakkoli-Moghaddam, The
social engineering optimizer (SEO), Eng. Appl. Artif. Intell. 72 (April) (2018)
267–293, http://dx.doi.org/10.1016/j.engappai.2018.04.009.

[28] M.R. Islam, S.M. Ali, A.M. Fathollahi-Fard, G. Kabir, A novel particle swarm
optimization-based grey model for the prediction of warehouse performance,
J. Comput. Design Eng. 8 (2) (2021) 705–727, http://dx.doi.org/10.1093/jcde/
qwab009.

[29] J. Moosavi, L.M. Naeni, A.M. Fathollahi-Fard, U. Fiore, Blockchain in supply
chain management: a review, bibliometric, and network analysis, Environ. Sci.
Pollut. Res. (July) (2021) http://dx.doi.org/10.1007/s11356-021-13094-3.

[30] N. Ghadami, M. Gheibi, Z. Kian, M.G. Faramarz, R. Naghedi, M. Eftekhari,
A.M. Fathollahi-Fard, M.A. Dulebenets, G. Tian, Implementation of so-
lar energy in smart cities using an integration of artificial neural net-
work, photovoltaic system and classical delphi methods, Sustainable Cities
Soc. 74 (2021) 103149, http://dx.doi.org/10.1016/j.scs.2021.103149, https:
//www.sciencedirect.com/science/article/abs/pii/S2210670721004315 https://
linkinghub.elsevier.com/retrieve/pii/S2210670721004315.

[31] M. Mohammadi, M. Gheibi, A.M. Fathollahi-Fard, M. Eftekhari, Z. Kian, G. Tian,
A hybrid computational intelligence approach for bioremediation of amoxicillin
based on fungus activities from soil resources and aflatoxin B1 controls, J.
Environ. Manag. 299 (2021) 113594, http://dx.doi.org/10.1016/j.jenvman.2021.
113594, URL https://linkinghub.elsevier.com/retrieve/pii/S030147972101656X.

[32] J.M. Huttunen, L. Kärkkäinen, H. Lindholm, Pulse transit time estimation of
aortic pulse wave velocity and blood pressure using machine learning and
simulated training data, PLoS Comput. Biol. 15 (8) (2019) e1007259, http:
//dx.doi.org/10.1371/journal.pcbi.1007259.

[33] K.B. Withers, M.P. Moschetti, E.M. Thompson, A machine learning approach to
developing ground motion models from simulated ground motions, Geophys. Res.
Lett. 47 (6) (2020) http://dx.doi.org/10.1029/2019GL086690, https://agupubs.
onlinelibrary.wiley.com/doi/epdf/10.1029/2019GL086690 https://onlinelibrary.
wiley.com/doi/abs/10.1029/2019GL086690.

[34] G. Sethuraman, X. Liu, F.R. Bachmann, M. Xie, A. Ongel, F. Busch, Effects of
bus platooning in an urban environment, in: 2019 IEEE Intelligent Transportation
Systems Conference, ITSC 2019, Institute of Electrical and Electronics Engineers
Inc., 2019, pp. 974–980, http://dx.doi.org/10.1109/ITSC.2019.8917041.

[35] Y. Ding, S.I.-J. Chien, N.A. Zayas, Simulating bus operations with enhanced
corridor simulator: Case study of new jersey transit bus route 39, Transp. Res.
Rec. (1731) (2000) 104–111, http://dx.doi.org/10.3141/1731-13.

[36] P. Ristoski, G.K.D. De Vries, H. Paulheim, A collection of benchmark datasets
for systematic evaluations of machine learning on the semantic web, in: Lecture
Notes in Computer Science (Including Subseries Lecture Notes in Artificial
Intelligence and Lecture Notes in Bioinformatics), 9982 LNCS, Springer Verlag,
2016, pp. 186–194, http://dx.doi.org/10.1007/978-3-319-46547-0{_}20, URL
https://link.springer.com/chapter/10.1007/978-3-319-46547-0_20.

[37] TomTom, Bournemouth traffic report | TomTom traffic index, 2020,
Bournemouth Traffic URL https://www.tomtom.com/en_gb/traffic-index/
bournemouth-traffic/.

[38] A. Azzalini, A. Capitanio, Statistical applications of the multivariate skew normal
distribution, J. R. Stat. Soc. Ser. B Stat. Methodol. 61 (3) (1999) 579–602,
http://dx.doi.org/10.1111/1467-9868.00194.

[39] D.E. Rumelhart, G.E. Hinton, R.J. Williams, Learning internal representations by
error propagation, Read. Cogn. Sci. A Perspect. Psychol. Artif. Intell. (V) (2013)
399–421, http://dx.doi.org/10.1016/B978-1-4832-1446-7.50035-2.
 in IOT and Its Application (RTIA-18) 
ineering, AIET Bhubaneswar. 22 Nov. - 24 Nov 2018

http://dx.doi.org/10.1016/j.trpro.2018.09.053
http://dx.doi.org/10.1016/j.trpro.2018.09.053
http://dx.doi.org/10.1016/j.trpro.2018.09.053
https://linkinghub.elsevier.com/retrieve/pii/S2352146518301273
https://linkinghub.elsevier.com/retrieve/pii/S2352146518301273
https://linkinghub.elsevier.com/retrieve/pii/S2352146518301273
http://dx.doi.org/10.3141/1793-01
http://trrjournalonline.trb.org/doi/10.3141/1793-01
http://trrjournalonline.trb.org/doi/10.3141/1793-01
http://trrjournalonline.trb.org/doi/10.3141/1793-01
http://refhub.elsevier.com/S2666-2221(21)00017-4/sb3
http://refhub.elsevier.com/S2666-2221(21)00017-4/sb3
http://refhub.elsevier.com/S2666-2221(21)00017-4/sb3
https://www.gov.uk/government/publications/greenhouse-gas-reporting-conversion-factors-2019
https://www.gov.uk/government/publications/greenhouse-gas-reporting-conversion-factors-2019
https://www.gov.uk/government/publications/greenhouse-gas-reporting-conversion-factors-2019
http://dx.doi.org/10.5038/2375-0901.9.2.5
http://dx.doi.org/10.5038/2375-0901.9.2.5
http://dx.doi.org/10.5038/2375-0901.9.2.5
http://dx.doi.org/10.1109/SSCI47803.2020.9308166
http://dx.doi.org/10.1109/SSCI47803.2020.9308166
http://dx.doi.org/10.1109/SSCI47803.2020.9308166
https://ieeexplore.ieee.org/document/9308166/
https://ieeexplore.ieee.org/document/9308166/
https://ieeexplore.ieee.org/document/9308166/
http://dx.doi.org/10.1007/1-4020-7874-9{_}5
http://link.springer.com/10.1007/1-4020-7874-9_5
http://link.springer.com/10.1007/1-4020-7874-9_5
http://link.springer.com/10.1007/1-4020-7874-9_5
http://dx.doi.org/10.11648/j.ijse.20180201.15
http://dx.doi.org/10.11648/j.ijse.20180201.15
http://dx.doi.org/10.11648/j.ijse.20180201.15
https://www.tandfonline.com/doi/full/10.1080/21680566.2017.1353449
https://www.tandfonline.com/doi/full/10.1080/21680566.2017.1353449
https://www.tandfonline.com/doi/full/10.1080/21680566.2017.1353449
http://dx.doi.org/10.1109/CC.2017.7942193
http://dx.doi.org/10.1109/CC.2017.7942193
http://dx.doi.org/10.1109/CC.2017.7942193
http://ieeexplore.ieee.org/document/7942193/
http://refhub.elsevier.com/S2666-2221(21)00017-4/sb10
http://refhub.elsevier.com/S2666-2221(21)00017-4/sb10
http://refhub.elsevier.com/S2666-2221(21)00017-4/sb10
http://refhub.elsevier.com/S2666-2221(21)00017-4/sb10
http://refhub.elsevier.com/S2666-2221(21)00017-4/sb10
http://dx.doi.org/10.1126/scitranslmed.3002564
https://royalsociety.org/~/media/policy/projects/machine-learning/publications/machine-learning-report.pdf
https://royalsociety.org/~/media/policy/projects/machine-learning/publications/machine-learning-report.pdf
https://royalsociety.org/~/media/policy/projects/machine-learning/publications/machine-learning-report.pdf
http://dx.doi.org/10.2196/jmir.5870
http://dx.doi.org/10.2196/jmir.5870
http://dx.doi.org/10.2196/jmir.5870
http://www.ncbi.nlm.nih.gov/pubmed/27986644
http://dx.doi.org/10.1038/nature.2015.18248
http://www.nature.com/doifinder/10.1038/nature.2015.18248
http://www.nature.com/doifinder/10.1038/nature.2015.18248
http://www.nature.com/doifinder/10.1038/nature.2015.18248
http://www.nature.com/articles/nature.2015.18248
http://www.nature.com/articles/nature.2015.18248
http://www.nature.com/articles/nature.2015.18248
http://dx.doi.org/10.1177/1745691617693393
http://dx.doi.org/10.1038/533452a
http://www.nature.com/doifinder/10.1038/533452a
http://www.nature.com/doifinder/10.1038/533452a
http://www.nature.com/doifinder/10.1038/533452a
http://dx.doi.org/10.1126/science.359.6377.725
http://www.ncbi.nlm.nih.gov/pubmed/29449469
http://dx.doi.org/10.1038/515009a
http://www.nature.com/doifinder/10.1038/515009a
http://www.nature.com/doifinder/10.1038/515009a
http://www.nature.com/doifinder/10.1038/515009a
http://dx.doi.org/10.1061/(ASCE)0887-3801(2003)17:2(75)
http://dx.doi.org/10.1061/(ASCE)0887-3801(2003)17:2(75)
http://dx.doi.org/10.1061/(ASCE)0887-3801(2003)17:2(75)
http://dx.doi.org/10.1016/j.trc.2014.10.006
http://dx.doi.org/10.1016/j.trc.2014.10.006
http://dx.doi.org/10.1016/j.trc.2014.10.006
http://dx.doi.org/10.1016/j.jtrangeo.2020.102671
http://dx.doi.org/10.1016/j.jtrangeo.2020.102671
http://dx.doi.org/10.1016/j.jtrangeo.2020.102671
http://dx.doi.org/10.1109/NGCT.2016.7877384
http://dx.doi.org/10.1109/NGCT.2016.7877384
http://dx.doi.org/10.1109/NGCT.2016.7877384
http://ieeexplore.ieee.org/document/7877384/
http://refhub.elsevier.com/S2666-2221(21)00017-4/sb22
http://refhub.elsevier.com/S2666-2221(21)00017-4/sb22
http://refhub.elsevier.com/S2666-2221(21)00017-4/sb22
http://refhub.elsevier.com/S2666-2221(21)00017-4/sb22
http://refhub.elsevier.com/S2666-2221(21)00017-4/sb22
http://dx.doi.org/10.1007/s10107-014-0839-0
http://arxiv.org/abs/1409.3215
http://dx.doi.org/10.1007/s13244-018-0639-9
http://dx.doi.org/10.1016/j.cie.2021.107240
http://dx.doi.org/10.1007/s00500-020-04812-z
http://dx.doi.org/10.1016/j.engappai.2018.04.009
http://dx.doi.org/10.1093/jcde/qwab009
http://dx.doi.org/10.1093/jcde/qwab009
http://dx.doi.org/10.1093/jcde/qwab009
http://dx.doi.org/10.1007/s11356-021-13094-3
http://dx.doi.org/10.1016/j.scs.2021.103149
https://www.sciencedirect.com/science/article/abs/pii/S2210670721004315
https://www.sciencedirect.com/science/article/abs/pii/S2210670721004315
https://www.sciencedirect.com/science/article/abs/pii/S2210670721004315
https://linkinghub.elsevier.com/retrieve/pii/S2210670721004315
https://linkinghub.elsevier.com/retrieve/pii/S2210670721004315
https://linkinghub.elsevier.com/retrieve/pii/S2210670721004315
http://dx.doi.org/10.1016/j.jenvman.2021.113594
http://dx.doi.org/10.1016/j.jenvman.2021.113594
http://dx.doi.org/10.1016/j.jenvman.2021.113594
https://linkinghub.elsevier.com/retrieve/pii/S030147972101656X
http://dx.doi.org/10.1371/journal.pcbi.1007259
http://dx.doi.org/10.1371/journal.pcbi.1007259
http://dx.doi.org/10.1371/journal.pcbi.1007259
http://dx.doi.org/10.1029/2019GL086690
https://agupubs.onlinelibrary.wiley.com/doi/epdf/10.1029/2019GL086690
https://agupubs.onlinelibrary.wiley.com/doi/epdf/10.1029/2019GL086690
https://agupubs.onlinelibrary.wiley.com/doi/epdf/10.1029/2019GL086690
https://onlinelibrary.wiley.com/doi/abs/10.1029/2019GL086690
https://onlinelibrary.wiley.com/doi/abs/10.1029/2019GL086690
https://onlinelibrary.wiley.com/doi/abs/10.1029/2019GL086690
http://dx.doi.org/10.1109/ITSC.2019.8917041
http://dx.doi.org/10.3141/1731-13
http://dx.doi.org/10.1007/978-3-319-46547-0{_}20
https://link.springer.com/chapter/10.1007/978-3-319-46547-0_20
https://www.tomtom.com/en_gb/traffic-index/bournemouth-traffic/
https://www.tomtom.com/en_gb/traffic-index/bournemouth-traffic/
https://www.tomtom.com/en_gb/traffic-index/bournemouth-traffic/
http://dx.doi.org/10.1111/1467-9868.00194
http://dx.doi.org/10.1016/B978-1-4832-1446-7.50035-2


Bus Journey Simulation... N. Khamari et al.
103
[40] K. Cho, B. van Merrienboer, C. Gulcehre, D. Bahdanau, F. Bougares, H. Schwenk,
Y. Bengio, Learning phrase representations using RNN encoder–decoder for
statistical machine translation, in: Proceedings of the 2014 Conference on
Empirical Methods in Natural Language Processing, EMNLP, Vol. 4, (January)
Association for Computational Linguistics, Stroudsburg, PA, USA, 2014, pp.
1724–1734, http://dx.doi.org/10.3115/v1/D14-1179, URL http://arxiv.org/abs/
1409.3215 http://aclweb.org/anthology/D14-1179.

[41] S. Hochreiter, J. Schmidhuber, Long short-term memory, Neural Comput. 9 (8)
(1997) 1735–1780, http://dx.doi.org/10.1162/neco.1997.9.8.1735.

[42] L.N. Smith, A disciplined approach to neural network hyper-parameters: Part 1
– learning rate, batch size, momentum, and weight decay, 2018, pp. 1–21, arXiv
CoRR abs/1803.09820 URL http://arxiv.org/abs/1803.09820.

[43] M. Hittmeir, A. Ekelhart, R. Mayer, On the utility of synthetic data: An empir-
ical evaluation on machine learning tasks, PervasiveHealth Pervasive Comput.
Technol. Healthc. (2019) http://dx.doi.org/10.1145/3339252.3339281.

[44] D. Rankin, M. Black, R. Bond, J. Wallace, M. Mulvenna, G. Epelde, Reliability
of supervised machine learning using synthetic data in health care: Model
to preserve privacy for data sharing, JMIR Med. Inform. 8 (7) (2020) http:
//dx.doi.org/10.2196/18910.

[45] V. Bolón-Canedo, N. Sánchez-Maroño, A. Alonso-Betanzos, A review of feature
selection methods on synthetic data, Knowl. Inf. Syst. 34 (3) (2013) 483–519,
http://dx.doi.org/10.1007/s10115-012-0487-8.

[46] Y.I. Kuchin, R.I. Mukhamediev, K.O. Yakunin, One method of generating syn-
thetic data to assess the upper limit of machine learning algorithms performance,
Cogent Eng. 7 (1) (2020) http://dx.doi.org/10.1080/23311916.2020.1718821.

[47] D. Dai, C. Sakaridis, S. Hecker, L. Van Gool, Curriculum model adaptation with
synthetic and real data for semantic foggy scene understanding, Int. J. Comput.
Vis. 128 (5) (2020) 1182–1204, http://dx.doi.org/10.1007/s11263-019-01182-4.

[48] H. Kaur, H.S. Pannu, A.K. Malhi, A systematic review on imbalanced data
challenges in machine learning: Applications and solutions, ACM Comput. Surv.
52 (4) (2019) http://dx.doi.org/10.1145/3343440.

[49] H.P. Das, R. Tran, J. Singh, X. Yue, G. Tison, A. Sangiovanni-Vincentelli,
C.J. Spanos, Conditional synthetic data generation for robust machine learning
applications with limited pandemic data, 19, 2021, URL http://arxiv.org/abs/
2109.06486.
International Conference on Recent Trends
Organised by Department of Computerscience Science Eng
[50] R.K. Kalle, P. Kumar, S. Mohan, M. Sakata, Simulation-driven optimization
of urban bus transport, WIT Trans. Built Environ. 186 (2019) 97–108, http:
//dx.doi.org/10.2495/UT190091.

[51] S.M.H. Moosavi, A. Ismail, C.W. Yuen, Using simulation model as a tool for
analyzing bus service reliability and implementing improvement strategies, PLoS
One 15 (5) (2020) 1–26, http://dx.doi.org/10.1371/journal.pone.0232799.

[52] S.R. Pells, An approach to the simulation of bus passenger journey times for the
journey to work, Transp. Plan. Technol. 14 (1) (1989) 19–35, http://dx.doi.
org/10.1080/03081068908717411, https://www.witpress.com/Secure/elibrary/
papers/UT19/UT19009FU1.pdf http://www.tandfonline.com/doi/abs/10.1080/
03081068908717411.

[53] L. von Rueden, S. Mayer, R. Sifa, C. Bauckhage, J. Garcke, Combining Machine
Learning and Simulation to a Hybrid Modelling Approach: Current and Future
Directions, in: Lecture Notes in Computer Science (Including Subseries Lecture
Notes in Artificial Intelligence and Lecture Notes in Bioinformatics), vol. 12080
LNCS, Springer International Publishing, 2020, pp. 548–560, http://dx.doi.org/
10.1007/978-3-030-44584-3{_}43.

[54] T. Reich, M. Budka, D. Robbins, D. Hulbert, Survey of ETA prediction methods
in public transport networks, 2019, arXiv.

[55] T. Zhou, W. Wu, L. Peng, M. Zhang, Z. Li, Y. Xiong, Y. Bai, Evaluation of
urban bus service reliability on variable time horizons using a hybrid deep
learning method, Reliab. Eng. Syst. Saf. 217 (May 2021) (2021) 108090, http:
//dx.doi.org/10.1016/j.ress.2021.108090.

[56] E. Hans, N. Chiabaut, L. Leclercq, R.L. Bertini, Real-time bus route state
forecasting using particle filter and mesoscopic modeling, Transp. Res. C 61
(2015) 121–140, http://dx.doi.org/10.1016/j.trc.2015.10.017.

[57] C. Coffey, A. Pozdnoukhov, F. Calabrese, Time of arrival predictability hori-
zons for public bus routes, in: 4th ACM SIGSPATIAL International Workshop
on Computational Transportation Science 2011, CTS’11, in Conjunction with
ACM SIGSPATIAL GIS 2011, 2011, pp. 1–5, http://dx.doi.org/10.1145/2068984.
2068985.

[58] Q. Ye, W.Y. Szeto, S.C. Wong, Short-term traffic speed forecasting based on data
recorded at irregular intervals, IEEE Trans. Intell. Transp. Syst. 13 (4) (2012)
1727–1737, http://dx.doi.org/10.1109/TITS.2012.2203122.

[59] B. Varga, T. Tettamanti, B. Kulcsár, Energy-aware predictive control for electri-
fied bus networks, Appl. Energy 252 (August) (2019) 113477, http://dx.doi.org/
10.1016/j.apenergy.2019.113477.
 in IOT and Its Application (RTIA-18) 
ineering, AIET Bhubaneswar. 22 Nov. - 24 Nov 2018

http://dx.doi.org/10.3115/v1/D14-1179
http://arxiv.org/abs/1409.3215
http://arxiv.org/abs/1409.3215
http://arxiv.org/abs/1409.3215
http://aclweb.org/anthology/D14-1179
http://dx.doi.org/10.1162/neco.1997.9.8.1735
http://arxiv.org/abs/1803.09820
http://dx.doi.org/10.1145/3339252.3339281
http://dx.doi.org/10.2196/18910
http://dx.doi.org/10.2196/18910
http://dx.doi.org/10.2196/18910
http://dx.doi.org/10.1007/s10115-012-0487-8
http://dx.doi.org/10.1080/23311916.2020.1718821
http://dx.doi.org/10.1007/s11263-019-01182-4
http://dx.doi.org/10.1145/3343440
http://arxiv.org/abs/2109.06486
http://arxiv.org/abs/2109.06486
http://arxiv.org/abs/2109.06486
http://dx.doi.org/10.2495/UT190091
http://dx.doi.org/10.2495/UT190091
http://dx.doi.org/10.2495/UT190091
http://dx.doi.org/10.1371/journal.pone.0232799
http://dx.doi.org/10.1080/03081068908717411
http://dx.doi.org/10.1080/03081068908717411
http://dx.doi.org/10.1080/03081068908717411
https://www.witpress.com/Secure/elibrary/papers/UT19/UT19009FU1.pdf
https://www.witpress.com/Secure/elibrary/papers/UT19/UT19009FU1.pdf
https://www.witpress.com/Secure/elibrary/papers/UT19/UT19009FU1.pdf
http://www.tandfonline.com/doi/abs/10.1080/03081068908717411
http://www.tandfonline.com/doi/abs/10.1080/03081068908717411
http://www.tandfonline.com/doi/abs/10.1080/03081068908717411
http://dx.doi.org/10.1007/978-3-030-44584-3{_}43
http://dx.doi.org/10.1007/978-3-030-44584-3{_}43
http://dx.doi.org/10.1007/978-3-030-44584-3{_}43
http://refhub.elsevier.com/S2666-2221(21)00017-4/sb54
http://refhub.elsevier.com/S2666-2221(21)00017-4/sb54
http://refhub.elsevier.com/S2666-2221(21)00017-4/sb54
http://dx.doi.org/10.1016/j.ress.2021.108090
http://dx.doi.org/10.1016/j.ress.2021.108090
http://dx.doi.org/10.1016/j.ress.2021.108090
http://dx.doi.org/10.1016/j.trc.2015.10.017
http://dx.doi.org/10.1145/2068984.2068985
http://dx.doi.org/10.1145/2068984.2068985
http://dx.doi.org/10.1145/2068984.2068985
http://dx.doi.org/10.1109/TITS.2012.2203122
http://dx.doi.org/10.1016/j.apenergy.2019.113477
http://dx.doi.org/10.1016/j.apenergy.2019.113477
http://dx.doi.org/10.1016/j.apenergy.2019.113477


The Energy of a Photon... S. Mishra et al.

International Conference on Recent Trends in IOT and Its Application (RTIA-18) 
Organised by Department of Computerscience Science Engineering, AIET Bhubaneswar. 22 Nov. - 24 Nov 2018

104

https://www.researchgate.net/publication/355134980_The_energy_of_a_photon_on_the_geometrical_perspective?enrichId=rgreq-8b43f52e692f953c5fd1bc5bd7c5530b-XXX&enrichSource=Y292ZXJQYWdlOzM1NTEzNDk4MDtBUzoxMDgzNDI5NTQyMjAzMzk1QDE2MzUzMjExNDA3NjY%3D&el=1_x_3&_esc=publicationCoverPdf
https://www.researchgate.net/?enrichId=rgreq-8b43f52e692f953c5fd1bc5bd7c5530b-XXX&enrichSource=Y292ZXJQYWdlOzM1NTEzNDk4MDtBUzoxMDgzNDI5NTQyMjAzMzk1QDE2MzUzMjExNDA3NjY%3D&el=1_x_1&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Mahendra-Goray?enrichId=rgreq-8b43f52e692f953c5fd1bc5bd7c5530b-XXX&enrichSource=Y292ZXJQYWdlOzM1NTEzNDk4MDtBUzoxMDgzNDI5NTQyMjAzMzk1QDE2MzUzMjExNDA3NjY%3D&el=1_x_4&_esc=publicationCoverPdf
https://www.researchgate.net/profile/Mahendra-Goray?enrichId=rgreq-8b43f52e692f953c5fd1bc5bd7c5530b-XXX&enrichSource=Y292ZXJQYWdlOzM1NTEzNDk4MDtBUzoxMDgzNDI5NTQyMjAzMzk1QDE2MzUzMjExNDA3NjY%3D&el=1_x_7&_esc=publicationCoverPdf


s
t
s

s
e
p
m

m
r
m
t

r

S m

M m

B k.com

N com

The Energy of a Photon... S. Mishra et al.
105
A R T I C L E I N F O
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A B S T R A C T

The complex number in quantum mechanics and Riemannian geometry in relativity theory is
the basic framework for understanding the physical reality on small and large scales. Special
theory of relativity has been produced the famous mass-energy equivalence relation. This article
investigates photon’s energy theoretically based on photon’s rest mass. And represents the
energy equation in terms of a complex number and constitutes by the surface’s geometry. Photon
possesses both wave nature and particle nature; due to this reason, photon reveals its various
mass forms as zero rest mass, as real and imaginary rest mass. Indeed, the rest mass and energy
of the photon is a complex number on the surface of the matter. The photon’s energy depends
upon the scalar curvature of the surface of the matter as well as on the wavelength of the
photon. In reality, the photon itself reveals the illusion posing with its rest mass, and alongside,
it hides itself energy. And this energy equation followed all energy forms of the photon with
certain norms.

1. Introduction

In order to understand the nature of reality, we generally use real number and we consider the imaginary number to elucidate
ome mysterious phenomena like black magic which have no relation with reality. In Physics, a complex number has been used
o elaborate the real phenomena. In quantum mechanics, the complex number plays a pivotal role to describe the dynamics of
ub-atomic world. In such phenomena, the state vector and wave function are designated by the complex number [1]. The role of

complex number has been well established in the digital systems as well [2]. According to Roger Penrose, complex numbers are more
fundamental than the real numbers [3]. Another mathematical framework, geometry, became an integral part of modern physics.
Riemannian geometry is the building block of Einstein’s general theory of relativity. Further, quantum field theory, quantum gravity,
tring theory has been formulated based on the geometrical aspect [4,5]. This article unfolds the unrevealed reality of the photon’s
nergy in terms of the complex numbers, manifesting in the geometrical flavor. Under specific conditions, the energy equation of
hoton, leads to the usual energy equation of photon. It is well established that mass and energy are the same things with different
anifestation [6,7]. Here, the energy equation of photon is based on the illusive mass of the photon [8,9].

Although the rest mass of a photon is zero in free space [10], there is an experimental evidence that it has non-zero real rest
ass [11–13] and imaginary rest mass in a transparent medium [14]. According to recent experimental data, the value of photon

est mass is 1.5 × 10−54 Kg [12]. The value of photon’s imaginary rest mass is significantly less and is comparable with the rest
ass of the neutrino [14]. Photon’s rest mass in free space also depends upon the wavelength [13]. These various mass forms of

he photon are explained by one rest mass equation of photon that is called as the illusive mass equation [8,9].
According to special theory of relativity, the rest mass of the particle is considered to be 𝑚0 = 𝑚

√

1 − 𝑣2∕𝑐2 where 𝑚 is the
elativistic mass, 𝑣 is the velocity of the particle and 𝑐 is the speed of light in free space. The energy of the particle would be
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𝐸 = 𝑚𝑐2, the linear combination of kinetic energy and rest-mass energy 𝑚0𝑐2 [15]. Quantum mechanics treats light not only as the
article or as the wave, consider both forms as a particle and as a wave and energy in the form of wave of light is 𝐸 = ℎ𝜈, where ℎ
s the plank’s constant and 𝜈 is the frequency of the wave [16]. But there is no single equation which holds or explain both energy
orms of a photon. However, here we will derive the energy equation of photons, which depends on the scalar curvature of the
urface of the matter and explain both energy forms.

. Methods

In general relativity of theory, tensor is the main structural part and scalar curvature has taken the crucial role. The Ricci scalar
urvature 𝐑 = 𝑔𝜇𝜈𝑅𝜇𝜈 , where 𝑔𝜇𝜈 is the inverse metric tensor and 𝑅𝜇𝜈 is the Ricci curvature tensor. The Ricci tensor is obtained by
ontacting the indices of Riemannian-Christoffel tensor 𝑅𝜌

𝜇𝜈𝜌, here 𝜇, 𝜈, 𝜌 indices represents four-dimensional space-time coordinates.
e consider only the three-dimensional space part [17,18] in deriving the complex nature of energy and rest mass of the photon.

o, we use 𝐼𝑛 = 𝑔𝜇𝜈𝑅𝜇𝜈 instead of 𝐑, which physically represents every point of the surface of matter [8,9]. Consider light with
requency 𝜈𝑝ℎ and wavelength 𝜆 morphing into a particle form and fall onto the surface of matter with velocity 𝑐𝑝 and rest-mass
𝑚0(𝜆). The energy of such particle is given by 𝐸𝑝 = 𝑚0(𝜆)𝑐2, here 𝑐 is the velocity of light in a free space. Its energy corresponding to
matter wave velocity 𝑐𝑤, wavelength 𝜆𝑝 and frequency 𝜈𝑝 can be expressed as 𝐸 = ℎ𝜈𝑝. Using 𝑐2 = 𝑐𝑝𝑐𝑤 [8,9], the energy of photon
an be written as 𝐸𝑝 = 𝑚0(𝜆)𝑐𝑝𝑐𝑤. The energy of the photon when it is in contact with the surface of the matter is different from
hese two energies. Here, we show how to calculate this new form of energy of photon under this special circumstance using rest
ass equation of the photon. We can also retrieve the two fundamental energy equations from this new form of energy expression.

When a photon comes in contact from free space onto the surface of matter, the velocity of photon in free space and velocity
n the surface becomes approximately equal i.e. 𝑣𝑝ℎ ≈ 𝑐𝑝. Hence the rest mass of the photon is a linear combination of these two
asses and can be expressed as

𝐦 = 𝑚1 + 𝑚2 (1)

In which, 𝑚1 is the wavelength dependent rest mass of the photon and 𝑚2 is its curvature dependent rest mass [8,9].

𝐦 = 𝑚(𝜆)

√

1 −
𝑣2𝑝ℎ
𝑐2

+ 𝑖 𝑚′(𝜆𝑝) 𝐼𝑛
√

𝐸2
𝑖 − 1 (2)

= 𝑚𝑥 + 𝑖 𝑚𝑦 (3)

So, considering 𝑚𝑥 = 𝑚(𝜆)

√

1 −
𝑣2𝑝ℎ
𝑐2

and 𝑚𝑦 = 𝑚′(𝜆𝑝) 𝐼𝑛
√

𝐸2
𝑖 − 1 Eq. (3)

represents the complex nature of the rest mass of photon. Hence, this complex form of mass of the photon is called as the illusive
ass. In the absence of matter 𝐼𝑛 = 0, and hence 𝐦 = 𝑚𝑥, which is the Einstein’s rest mass equation.

. Results and discussion

In order to obtain the energy of photon on the surface of matter in terms of its complex mass, consider the Einstein’s mass-energy
quation 𝜀 = 𝑚𝑐2.

When the photon touches the surface of matter, its mass can be considered in the complex form and the energy expression takes
he form

𝜀 = 𝐦 𝑐2
√

1 −
𝑐2𝑝
𝑐2

Now, substituting the value of 𝐦

𝜀 = 𝑐2
√

1 −
𝑐2𝑝
𝑐2

⎡

⎢

⎢

⎣

𝑚(𝜆)

√

1 −
𝑣2𝑝ℎ
𝑐2

+ 𝑖 𝑚′(𝜆𝑝) 𝐼𝑛
√

𝐸2
𝑖 − 1

⎤

⎥

⎥

⎦

=
𝑚(𝜆) 𝑐2

√

1 −
𝑣2𝑝ℎ
𝑐2

√

1 −
𝑐2𝑝
𝑐2

+ 𝑖
𝑚′(𝜆𝑝) 𝐼𝑛𝑐2

√

𝐸2
𝑖 − 1

√

1 −
𝑐2𝑝
𝑐2

= 𝑚(𝜆) 𝑐2 + 𝑖 𝑚′(𝜆𝑝) 𝐼𝑛
√

𝐸2
𝑖 − 1 𝑐2

(

1 −
𝑐2𝑝
𝑐2

)−1∕2

[a𝑠 𝑣𝑝ℎ ≈ 𝑐𝑝]

= 𝑚(𝜆) 𝑐2 + 𝑖 𝑚′(𝜆𝑝) 𝐼𝑛
√

𝐸2
𝑖 − 1 𝑐2

(

1 + 1 𝑐2𝑝
2

)

[using Binomial approximation]

2 𝑐
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= 𝑚(𝜆) 𝑐2 + 𝑖 𝑚′(𝜆𝑝) 𝐼𝑛
√

𝐸2
𝑖 − 1

(

𝑐2 +
𝑐2𝑝
2

)

= 𝑚(𝜆) 𝑐2 + 𝑖
[

𝑚′(𝜆𝑝) 𝐼𝑛
√

𝐸2
𝑖 − 1 𝑐2𝑦

]

[

where, 𝑐2𝑦 = 𝑐2 +
𝑐2𝑝
2

]

𝜀 = 𝐸𝑥 + 𝑖 𝐸𝑦, (4)

ere, the energy of the photon in its complex form, where 𝐸𝑥 = 𝑚(𝜆) 𝑐2 and 𝐸𝑦 = 𝑚′(𝜆𝑝) 𝐼𝑛
√

𝐸2
𝑖 − 1 𝑐2𝑦 So, Eq. (4) represents the

complex form of photon’s energy, where depends upon the scalar curvature 𝐼𝑛 of every point of the surface whenever the photon
omes in contact with the matter. In the absence of matter, we have 𝐼𝑛 = 0 and hence energy becomes 𝜀 = 𝑚(𝜆)𝑐2, again this is the
sual Einstein’s mass-energy relation. When photon transforms from particle to wave, then it will possess the energy 𝜀 = ℎ𝜈.

Quantum mechanics showed that the photon possesses dual nature, viz., particle and wave [19]. The photon can continuously
transform from particle to wave and vice-versa, called as morphing [20]. Due to the dual nature of light, the photon has various
forms of rest mass (mass posing), zero; nonzero real and imaginary value. Eventually, the photon’s rest mass is a complex number
and advent in nature itself with several forms of the rest mass [9] as massless, non-zero real mass and non-zero imaginary and each
form depends upon some special circumstances. In free space, the rest mass of photons is zero when it behaves like a wave. When
it behaves like a particle, the rest mass is a real number and within the dispersive medium, its value becomes imaginary. And on
the surface of matter, it becomes complex quantity. The reason for this mass posing of photon is wave-particle duality of light [9].

Since mass; energy are the same entity and in this context of illusive mass, photon’s energy is complex number in the particle
aspect. The formulation of the photon’s energy has embodied the geometry. That already has had corporeal in large scale (general
relativity) as well as in small scale (string theory). This is the first time in which, this energy equation has shown the complex form
by considering the wave-particle duality and Rieannian geometry. That explain both energy forms, particle and wave with certain
conditions. On the surface of matter photon hides its energy due to surface geometry of matter, mathematically represents complex
number. This unreveal energy form is intrinsic nature of photon, arises for the reason of wave-particle duality and illusive nature.
From this unreveal energy form, photon could show the reveal forms of energy 𝑚(𝜆)𝑐2 when surface of matter will be absence
i.e. without any contact of matter. And when photon transform into wave nature, energy would be ℎ𝜈.

4. Conclusions

The energy of a photon depends upon the scalar curvature of the surface of the matter when it comes in contact with the matter.
sing the fundamental principles of scalar curvature of surface of matter, we show that the energy of the photon can have a complex
ehavior because of the complex form of its rest mass. In the absence of matter, the energy of the photon equation looks like the
eal number which is a known energy form of the particle. So, when a photon transforms from particle to wave in the absence of
atter, then the energy of photon would be frequency dependable. We obtained the real form of energy of photon from its complex

orm. In reality, due to the complex form of energy, the photon might hides its energy itself. One needs more experimental evidence
o prove this complex nature of the photon’s energy. Our theoretical computations could pave the way towards unraveling the dark
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A R T I C L E I N F O
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Notch filters
Reactive magnetron sputtering
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Thin films

A B S T R A C T

The main idea of this work is to design a notch filter structure with a narrow notch width and
maximum reflection while reducing fabrication challenges. In addition, using anti-reflection
layers in the outermost part of the designed structure, the pass-band ripples are reduced. In
this study, we considered [(nHnL)𝑠 (mHmL)𝑝 (nHnL)𝑧] structure with n=5 and m=3. Using
this form of design and combining 3 and 5 quarter-wave coefficients instead of 1 and 3, we
could reach a narrower NW in fewer periods of HL layers. The stability of the deposition
conditions and the density of the layers affect their quality and consequently the result of
environmental tests. Hence, to construct the designed structure, we employed the sputtering
method with RF and DC sources. In our experiments, we showed that the use of a simple shield
prevents the oxidation of targets’ surfaces as well as reduces the deposition rate and increases
the stability of deposition processes. Fabricated Samples have been subjected to a variety of
environmental tests, including humidity, hard and soft abrasion, temperature, and adhesion
tests with satisfactory results.

1. Introduction

During the last decades, notch filters (NFs) have been used in different signal processing [1] applications, including speech and
mage processing, data transmission, seismology [2], biomedical engineering [3] and other applications like Raman and fluorescence
pectroscopy, laser systems, laser protective coatings [4,5], protection of optical equipment against high beams [6] in order to control

the wavelength of light and eliminate some frequencies [7–9]. NFs are optical instruments based on the interference phenomenon,
which rejects frequencies inside a narrow band and allows other frequencies to pass without change [10–14].

Single-band and multi-band are of two main kinds of NFs that have been mostly used in industrial engineering. The main methods
that have been used to produce such filters are rugate [15], discrete layer (HL) designs [4,16], and holographic technologies [5]. The
rugate designs with a small difference between refractive index of layers, which have less ripple in the transmission regions [17], are
well known in the literature. The latter design requires the deposition of layers by a refractive index gradient or so-called flip-flop
structures, which is very complex and difficult to produce and economically not useful.

In the discrete layer (HL) method, materials with different refractive indices are used to manufacture NFs. H and L indicate
the quarter-wave layer with the higher and lower refractive index, respectively. The optical thickness of these layers is a quarter
of the central wavelength [4]. The challenging parts of this design are the deposition of the layers in a repeating order with high

Designing and manufacturing of interference notch filter with a single 
reflection band
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accuracy, reducing transmission band ripples, making high layer quality. In addition, low level of particle defects, reasonable stress
in the layers, and less manufacturing cost per sample are among important factors. In this method, the layers are placed on top of
each other periodically that leads to ease in the design and manufacturing, but we should note that the transmission band ripples
increase due to the sudden change of the refractive index between the layers with high and low refractive index. on the other hand,
with fewer layers can be reached to a certain level of reflection in the center of the reflection band [10,18].

The deposition method and selecting the appropriate materials are very effective in the quality of the filter made. The reflectance
andwidth decreases by reducing the difference between the refractive index of the two materials in the structure. In this study,
e use appropriate materials in the HL structure to provide a functional design with high reproducibility for the NFs at a center
avelength of 532 nm. Then, using anti-reflect layers, we reduce the transmission band ripples. We use the sputtering method with

wo RF and DC sources to manufacture the designed structure. Finally, we present the result of quality assessments conducted on
he fabricated samples.

. Design methodology

.1. Initial design

The first step to create an optical instrument is to choose a suitable design method. An important issue that arises before selecting
design method is how to perform the final design practically. The method of quarter-wave stack structure, in the deposition

tage, is more straightforward than other methods, and fewer layers are used in the structure, which make it more economical
nd less challenging. Furthermore, fewer layers also reduce the stress between layers and lead to better resistance to damage from
nvironmental conditions.

In this method, the layers are placed alternately to form structures such as (nHmL)𝑠 or (nLmH)𝑠. In this notation, m and n
etermine the number of layers (odd integer) of each quarter-wave, and s expresses the number of pairs of layers used in the
esign. The reflection bandwidth or notch width (NW), as one of the characteristics of NF, depends on the difference between the
efractive indices of the two materials with high and low refractive indices or the ratio between them. Therefore, the selection
f materials should be such that the difference between the refractive indices of two materials optimize NW and the maximum
eflection to desired values. The NW is given by [19]

NW = 4
𝜋
arcsin[

(𝜌2 + 2𝜌 cos 𝛾 + 1)
1
2

𝜌 + 1
], (1)

where

𝛾 = ( 𝑠 − 1
𝑠

)𝜋 and 𝜌 =
𝑛H
𝑛L

. (2)

Eq. (1) then, in a simpler form, becomes [19]

NW = 2𝛥𝑔 = 4
𝜋
arcsin(

𝑛H − 𝑛L
𝑛H + 𝑛L

). (3)

The maximum reflection depends on the number of repetitions of the main period, s, in the structure [19,20] and can be
alculated by [19]

𝑅max =
𝑛sub − 𝜌2𝑠𝑛2H
𝑛sub + 𝜌2𝑠𝑛2H

, (4)

here 𝑛sub is the refractive index of the substrate. In this study, we used Y2O3 and Al2O3 as the materials with high refractive index
H) and SiO2 as the material with low refractive index (L). We used BK7 with the refractive index of 1.52 as the substrate, and we
onsidered air with that of 1 as the incidence medium in the design. The central wavelength of design is 𝜆 = 532 nm, which is located
n the center of the reflection band. The physical thickness (PT) of the layers is such that the layers have optical thicknesses equal
o odd integer coefficients of one-quarter of the central wavelength. Details of the designed structures with two pairs of materials,
2O3-SiO2 and Al2O3-SiO2, are given in Table 1. Although using combination of 3 and 5 coefficients instead of single quarter-wave

layers increases the thickness of structures, but significantly reduces the transmission band ripples and the number of total layers
required in the design. The transmission diagrams of both structures are given in Fig. 1. From Fig. 1 and the information of Table 1,
t can be concluded that reducing the difference between the refractive indices of the two materials reduces the NW. Meanwhile,
e need more layers to achieve the maximum reflection.

.2. Final design optimization

We use anti-reflect layers, which are made of the same materials used in the main structure, in the outermost layers of the
esign to reduce ripples more. Regarding this method, the strong scattering of the equivalent refractive index of the multilayer is
ompensated by the scattering of the anti-reflection structure and the transmission band ripples are improved [21]. In Section 2.1,
he initial Notch filter designs were based on (nHmL)𝑠 stack. This structure can provide a narrow notch width and over 95% reflection
n all of these designs, but they cannot suppress side ripples to an acceptable level. Therefore, we added antireflection pairs next to

he outmost layer to increase the average pass-band transmittance.

International Conference on Recent Trends in IOT and Its Application (RTIA-18) 
Organised by Department of Computerscience Science Engineering, AIET Bhubaneswar. 22 Nov. - 24 Nov 2018



o

Designing and Manufacturing of Interference... S. Pal et al.
111
Fig. 1. Transmittance diagrams of designed structures with SiO2-Y2O3 and SiO2-Al2O3. The information about the structures is listed in Table 1.

Table 1
Details of designed structures with SiO2-Y2O3 and SiO2-Al2O3.
Design number 1 2

𝜆 (nm) 532 532
Materials SiO2-Al2O3 SiO2-Y2O3
Number of layers 44 26
𝑅max (%) 98.84 98.53
NW (nm) 17 26
Total PT (μm) 14 8

Table 2
Comparative performance of NF with various stack. The table presents the stack formula, maximum reflection
𝑅max, average ripple reflectivity ARR, and the notch width NW.
Design number Stack formula 𝑅max (%) ARR (%) NW (nm)

1 [(5H5L)4(3H3L)15(5H5L)3] 98.05 6.11 17
1 [(5H5L)4(3H3L)15(5H5L)3]2HLHL 98.84 3.02 17
2 [(5H5L)2(3H3L)9(5H5L)2] 97.04 9.57 26
2 [(5H5L)2(3H3L)9(5H5L)2]2HL 98.60 3.77 26

First, in Design 1, which was made by SiO2–Al2O3 materials with the structure of [(5H5L)4 (3H3L)15 (5H5L)3] by adding two pairs
f antireflection layers, the initial stack had been modified as [(5H5L)4 (3H3L)15 (5H5L)3]2HLHL. Table 2 and Fig. 2 demonstrate

that this design significantly improves the results concerning side ripples and increases peak reflections.
Second, for Design 2, in which SiO2–Y2O3 materials were used, we added an antireflection pair to the end of the stack, and it was

changed from [(5H5L)2(3H3L)9(5H5L)2] to [(5H5L)2 (3H3L)9 (5H5L)2]2HL. As a result, the average ripple reflectivity decreased,
and there is a minor increase in peak reflection. Fig. 3 and the second two lines of Table 2 can show us these results.

In the next section, we discuss the feasibility of manufacturing the structure containing Al2O3. This structure has a smaller NW
in regards to the smaller difference between its refractive index and SiO2. Moreover, it is more resistant and cheaper than Y2O3.

3. Experiment

3.1. Manufacturing method

The layers were deposited employing Reactive magnetron sputtering method, which is a suitable method for dielectric materials
deposition, and it can produce dense layers with good resistance to environmental stresses. Increasing the deposition rate by
increasing the applied power, reducing sputtering of the substrate and vacuum chamber, which prevents contamination, are the
advantages of this method. Reducing the substrate’s heating during deposition enables the sputtering process to be used for different
substrates. Also, this method needs less gas pressure during the deposition and is economically affordable due to its material

consumption compared to other methods.
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Fig. 2. Initial and optimized designs of SiO2-Al2O3. The information about structures is listed in Table 2.

Fig. 3. Initial and optimized designs of SiO2-Y2O3. The information about structures is listed in Table 2.

3.2. Deposition rate optimization

One of the most important challenges related to metal targets used in the reactive magnetron sputtering process is the oxidation
of the metal targets’ surfaces because the lower sputtering rate of the oxide than that of the metal has been observed. After oxygen
enters the vacuum chamber, the target surface oxidizes, and consequently, the deposition rate suddenly decreases. Target surface
oxidation also disturbs the stability of the deposition process. Due to the fact that achieving stoichiometric oxide thin films on the
substrate surface requires a certain amount of oxygen, it is not possible to reduce the oxygen flow too much. So, oxidation of the
target surface and reducing the deposition rate are inevitable. Accordingly, without reducing the oxygen flow, we must prevent the
oxidation of the target surface. This can be done by using a simple shield with holes in the vacuum chamber, which is situated above
the sputtering sources, and changing the position of inlet oxygen and argon gases. To prevent oxidation of the targets’ surfaces, we
place the gas inlet system for oxygen near the substrate and inlet argon gas near the DC and RF sources. Fig. 4 shows a schematic
representation of the reactive magnetron sputtering vacuum chamber with a DC and an RF source. In this setup, we used a shield
containing two holes above the sources to prevent excessive oxygen concentration around the sputtering sources and to achieve
a stable deposition process. The location of the shield and the diameter of its holes are two important parameters that can affect
the deposition rate and stability of the process. In order to achieve the highest shield performance, these two parameters must be

optimized for a specific coating device.
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Fig. 4. Schematic representation of the reactive magnetron sputtering vacuum chamber with two DC and RF sources.

Table 3
Comparison of deposition rates of SiO2 and Al2O3 with and without shield.
Target material Si Al

Oxide SiO2 Al2O3
Argon flow (sccm) 25 25
Oxygen flow (sccm) 11 3
Power (w) 480 240
Initial rate (Å/s) 0.9 0.4
Optimized rate (Å/s) 6 1.5

Table 3 shows the applied power and deposition rate values before and after the presence of the shield.
The oxygen and argon flows, sources’ powers, and all the deposition conditions, which are mentioned in detail in the next section,

re fixed in both stages. The only difference is the presence and the absence of the shield. Eventually, we can prevent the deposition
ate reduction by this method and provide a stable deposition process for both alumina and silica thin films.

.3. SiO2 and Al2O3 single layers

In the design software, we design a single layer of SiO2 and a single layer of Al2O3 at the center wavelength of 532 nm. In this
step, we use SF6 and BK7 as substrates for SiO2 and Al2O3 single layer, respectively. The deposition was done using DC source for
SiO2 and RF source for Al2O3 with silicon and aluminum targets with 99.99% purity and after complete cleaning of the substrate.
Optimal conditions for deposition of SiO2 and Al2O3 were obtained in 11 sccm and 3 sccm oxygen flow, respectively. Deposition
rates of SiO2 and Al2O3 are 6 Å/s and 1.5 Å/s respectively. The deposition was performed for both single layers at 100 ◦C, chamber
pressure of 3 mTorr during deposition, the argon gas flow of 25 sccm, and the start pressure of 8 × 10−6 Torr.

Fig. 5 shows the fabricated and designed spectra of Al2O3 and SiO2 single layers. There are good agreements between the designed
nd manufactured curves of both single layers. It can prove that we obtained correct stoichiometry for deposited materials. But we
ight need more optimization when we want to coat more layers. In the following steps, we will study different stack optimizations

n the movement towards NF fabrication.

.4. (3H3L)2 stack

Optimal conditions for deposition of stacks are the same as ones used for single layers. However, before deposition the final design
tructure and in order to achieve better results, it is necessary to deposit a simpler structure with fewer layers. Fig. 6 shows the
ransmittance spectra of the deposited and the designed structures are in good agreement. It indicates that the obtained deposition
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Fig. 5. The spectral transmission of the SiO2 and Al2O3 single layers.

Fig. 6. Measured and designed transmittance spectra for (3H3L)2 stack.

conditions in the previous sections for single layers are approximately the optimal ones. Section 3.4 presents the results of the
optimization for samples located on the rotating segment, and then the necessary corrections to Packing Density and to Tooling
Factor have been made.

However, there are some minor mismatches between designed and fabricated curves. The reason for this is that two important
parameters should be considered in the manufacturing step, namely the Packing Density of deposited layers and the Tooling Factor.
The density of thin layers is less than the density of bulk form of specific material, and the ratio between them is known as Packing
Density (P). Since the P influences the refractive index and thickness of thin layers, initial tests should be conducted by comparing
the spectra of designed and manufactured stacks to determine the practical P. Tooling factor should also be taken into account
during the deposition process. On the substrate, the thicknesses appear to differ from the thicknesses the device shows us during the
deposition process. The mismatches can be eliminated by crossing the practical Tooling Factor with the designed layer thicknesses.
These two parameters can affect the obtained manufactured spectrum, so after deposition of each stack by comparing the designed
and manufactured transmittance curves, we obtained new optimal Tooling Factor and Packing Density to modify the mismatches.
In the next step, we will discuss other stacks.
International Conference on Recent Trends in IOT and Its Application (RTIA-18) 
Organised by Department of Computerscience Science Engineering, AIET Bhubaneswar. 22 Nov. - 24 Nov 2018



s
C

Designing and Manufacturing of Interference... S. Pal et al.
115
Fig. 7. Measured and designed transmittance spectra for (3H3L)10 stack.

3.5. (3H3L)10 stack

To achieve better optimization in this step, we designed and manufactured (3H3L)10 stacks with more layers than the previous
stacks. This stack has eight more periods than (3H3L)2, while maintaining the same 3H3L structure. Fig. 7 shows the transmittance
pectra of the designed and fabricated stack in which there is a good adaptation between the general form of the two curves.
omparing the manufactured curve to the designed curve, it is evident that it is approximately 2 nm ahead of the designed curve.

It is due to mismatches between the deposited and designed thickness, which can be controlled by Tooling Factor. Based on a
comparison of two curves, we modified our Tooling Factor to adapt to the designed and fabricated curves of future stacks.

3.6. [(5H5L)4(3H3L)14] stack

For the purpose of deposition of our NF, we considered a stack in which both 5H5L and 3H3L periods are present. The current
stack is approximately twice as thick as the previous stack. Fig. 8 shows precise agreement between designed and manufactured
curves, especially in reflection band position, as we expected. As mentioned in the last sections, Tooling Factor and Packing Density
have a vital role in the manufacturing process. On the other hand, optimizing deposition parameters such as inlet gas flows and the
deposition rate is significant. According to Fig. 8, we have gained the correct deposition parameters and can begin fabricating the
designed NF using SiO2–Al2O3.

3.7. NF deposition

According to design 1, we use silica and alumina materials as H and L refractive indices, respectively. Regarding the optimized
structure, see Fig. 5, the final design at the central wavelength of 532 nm is given by the design formula number 1 (see Table 1).

In Section 3.4, by performing several experiments, design and fabrication of single layers of materials in the structure, optimizing
deposition conditions, and finally designing and deposition of 4-layer stacks were done.

The conditions for deposition are similar to those described in Section 3.3. It is essential to control the deposition rate as well
as the thickness of the layers. 15.8 h were required for NF deposition with a 14 μm micrometer thickness.

In Section 3.4, the optimization was performed for samples, which are located on the rotating segment, and the necessary
corrections were made. Therefore, we expect the samples to show good compliance with the designed structure. In the transmittance
spectra, second side of the sample has a reflection, so first in the design software, we applied the effect of the reflection of the second
side of the samples, and then we compare design and measured transmittance spectra. Fig. 9 shows the measured and designed
spectra of the central sample.

As shown in Fig. 9, the final deposited structure and the final designed structure at the location of the central wavelength and the
reflectance bandwidth are well matched. By extracting the data obtained from the transmission spectrum, the center of the reflection
band is located at 530 nm, which is a perfect match with the design. We can see the ripples only in some areas of the transmission
band. In the transmission band, there is a mismatch at some point between the transmittance spectrum of the deposited structure
and the designed structure. Generally, the mismatches between the transmittance spectra of designed and deposited structures in
the coating technology are due to the mismatches between the thickness of the same layers, the refractive indices, and the packing
density in the deposited and the designed structures. Absorption in some coating areas, contamination, and error of spectrometer
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Fig. 8. Measured and designed transmittance spectra for [(5H5L)4(3H3L)14] stack.

Fig. 9. Measured and designed transmittance spectra for NF (SiO2-Al2O3).

and operator are other factors. In Fig. 9, although the spectra of the designed and the deposited structures are very well matched in
many wavelengths, the control and stability of the deposition process must be very high to achieve spectra closer to the designed
structure. Some of these mismatches are inevitable because the final designed structure of NF consists of 52 layers with different
thicknesses. In the manufactured NF, the NW was 17 nm, the maximum reflectance at central wavelength was more than 95%, and
the average transmittance was approximately 90%.

3.8. Environmental stability tests

Based on the environment and conditions in which each type of optical filter is placed, the type and characteristics of the stability
tests that are required will vary. As part of the current study, manufactured samples are exposed to different environmental tests,
including humidity, hard and soft abrasions, temperature, and adhesion tests.

3.8.1. Adhesion test
A layer’s adhesion to the substrate and to each other is necessary. Cleaning of the substrate surface, the application of glow

discharge, proper deposition conditions, the compatibility of the materials of the deposited layers, as well as the inherent stresses
of the layers, are the factors that affect adhesion. This test uses standard adhesive tape. In order to carry out the test, adhesive tape
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Fig. 10. The transmission spectral of a fabricated NF before and after environmental tests.

s pasted to the NF’s surface and, after removing bubbles, it is peeled off vertically and suddenly. The inspection is done with the
aked eye in standard lighting conditions. The result of this test on our NF was successful, and the sample surface before and after
ll environmental stability tests did not change, and no damage was seen after cleaning the surface.

.8.2. Humidity test
Following the adhesion test, the NF was subjected to a humidity test. The sample was placed in a test chamber for a period

f at least 24 h and exposed to a temperature of 49 ± 1 ◦C and a humidity of 95% to 100%. The sample was removed from the
ontainer after this period of time and then cleaned and dried according to the cleaning procedure for optical elements. Then its
hysical quality was examined. The sample surface did not exhibit any signs of damage, cracks, blebs, or spots. As the second
omparison we made, we compared the transmittance spectra of the exposed samples before and after all of the environmental
ests. The comparison is shown in Fig. 10. According to Fig. 10, there is no noticeable difference between the spectra before and
fter the tests. It should be noted that raising the substrate temperature results in better adhesion between the first layer and the
ubstrate surface.

.8.3. Temperature test
Interference filters are typically used at room temperature. Due to this, temperature changes may affect the physical structure of

he stack, the shape of the spectrum, and the location of the extremum. For this reason, the sample was kept at each temperature
f 62 ± 1 and 70 ± 1 ◦C for 2 h in this step. The rate of temperature change should not exceed two degrees Celsius per minute.
fter each step, the sample was placed at a temperature between 16 and 32 degrees Celsius and evaluated for cracks, peeling, etc.
sing an adhesion test. No signs of scaling, cracking, blurring, or blistering was observed after the NF surface had been tested. The
ransmittance spectra before and after this test are shown in Fig. 10. Our product passed this test well.

.8.4. Abrasion test
NFs may need to be cleaned frequently before being installed on any device. Sometimes cleaning is not done in good condition.

or example, cotton or fabric may be pulled over the surface while dust particles are still on the surface. These particles sometimes
ct as abrasives, and if the NF’s surface is not tough enough, surface defects may appear on it. Selection of suitable material for layers
nd good deposition conditions, especially deposition temperature, are influential factors in achieving abrasion resistance. Our NF
as made with metal oxide layers, which are among the hardest and durable materials. Its deposition conditions have provided a

easonable basis for achieving excellent abrasion resistance. At first, a soft abrasion test was done with a gross linen fabric. The
hickness of the fabric is 6.4 mm, and its width is 9.5 mm. This fabric is fixed on the tester, and its surface is completely covered.
he tester moved the width of the sample from one point to another in one direction for 25 full turns (50 rounds) with a force of

at least 1 pound applied continuously. The path length should be at least 2 times bigger than the width of the fabric, and the force
should always be applied vertically. Second, for the hard abrasion test, The tester was being moved for a complete 20 rounds with
a force of 2 to 2.5 pounds. The length of the path should be approximately 3 times the diameter of the tester surface. After soft
nd hard abrasion tests, no traces of removing and scratching were observed on the NF’s surface, so manufactured NF could pass
ll environmental tests successfully.
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4. Conclusions

There are three main methods to design and manufacture NFs. In this study, the discrete layer (HL) method has been used
n which there are fewer challenges than both rugate and holographic methods in the manufacturing step. In this method, the
ifferences between the refractive indices of the materials used in structures are the determining factor in the NW and the maximum
eflection. Furthermore, the (mHnL)𝑠 structure is usually used to design the HL layers, in which the same HL layers periods are
epeated s times all over the structure where n and m are generally equal to 1 or 3. Still, in this study, we considered [(nHnL)𝑠 

mHmL)𝑝 (nHnL)𝑧] structure with n=5 and m=3. Using this design form and combining 3 and 5 quarter-wave coefficients instead 
of 1 and 3, we could reach a narrower NW in fewer periods of HL layers. Consequently, less total thickness and our structure are
beneficial because these combined coefficients significantly reduce the transmittance band ripples compared to the previous one.

n the other hand, In this paper, by antireflection layers and a half-wave layer used as the interface layer in the outermost layers of 
he final structure, the transmission band ripples were appropriately reduced while we kept all the H and L coefficients as integers,

so it is beneficial in the deposition process.
We used reactive magnetron sputtering to achieve high-quality layers and reduce material wastage with aluminum and silicon

argets in the manufacturing step. Moreover, the materials used in the manufactured NF are very tough and inexpensive. We have
roved that a simple shield above the metal targets has a substantial role in preventing the oxidation of targets’ surfaces and reducing 
eposition rate and the stability of the deposition process.

Finally, fabricated samples were subjected to different environmental tests such as humidity, hard and soft abrasion, temperature,
nd adhesion tests which yielded positive results. It should be noted that the stability of the coating rate and precise control of the 
nlet gases to the chamber during the coating process has a significant impact on the fabricated thin films’ quality. In addition,
ncreasing the substrate temperature and perfect pre-deposition cleaning process causes better adhesion of the first layer to the
urface of the substrate.
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The visual method is used to theoretically discuss the influence of different external electric fields on the photo‐
induced charge transfer of the donor‐bridge‐acceptor (D‐B‐A) system in the two‐photon absorption (TPA). We
dynamically observe the transition process in different spatial dimensions. The final results show that the exter-
nal electric field can manipulate the orientation and type of intermolecular charge transfer in the TPA process
of the D‐B‐A system. The changes in the proportions of sequential charge transfer and super‐exchange charge
transfer in TPA provide a strong proof for the conclusion. This non‐monotonic change has theoretically deep-
ened our understanding of the charge transfer characteristics in TPA, and we have a further understanding of
the optical properties of the D‐B‐A system.
1. Introduction

With the advent of lasers in the 1960s, the research of two‐photon
absorption (TPA) began to develop. It has great potential in three‐
dimensional (3D) information storage, medical diagnosis, and fluores-
cence microscopy imaging (Goppert‐Mayer, 1931; Denk et al., 1990;
Dorfman et al., 2016; Kaiser and Garrett, 1961; Honig and Jortner,
1967). Essentially, TPA is a nonlinear optical effect (Albota et al.,
1998; Mongin et al., 2003; Kato et al., 2004). The two photons gener-
ated by light of different frequencies interact with atoms or molecules,
so that energy is converted between light radiation and matter. The
photons absorbed in this process promote the transition of matter from
the ground state to the excited state through the intermediate virtual
state. Here, the transition probability in the transition process can be
expressed as (Guo et al., 2003; Sun et al., 2008)

δtp ¼ 8 ∑
j–g
j–f

f μj jjh ij j2 j μj jgh ij j2
ωi � ωf=2
� �2 þ Γ2

f

1þ 2cos2θj
� �þ 8

Δμfg
�� ��2 f μj jgh ij j2

ωf=2
� �2 þ Γ2

f

1þ 2cos2φ
� �

ð1Þ

where jgi and jfi represent the ground state and the final state, respec-
tively. jji can represent the intermediate virtual state in the TPA pro-
cess, which can be any excited state. μ is the electric dipole moment
operator, so Δμfg represents the dipole moment difference between
states (Δμfg ¼ f μj jfh i � g μj jgh i). The former part of the formula contain-
ing jji is called “three states”, and the corresponding latter part is called
“two states”. Among them, the “three‐state” part contains the denomi-
nator of frequency and life, and its value corresponds to the difference
between the energy of the intermediate state and the final state. The
smaller the denominator, the closer the energy is, and the probability
of two‐photon absorption at this time increases. The resonance
enhancement phenomenon can be considered in the energy level angle.
In the “two‐state” part, the dipole moment difference in the numerator
often has a positive correlation effect on the probability of two‐photon
absorption. This shows that the difference in symmetry of the wave
function cannot be ignored. The process of visualizing the “three states”
mainly observes the electron‐hole coherence and charge transfer.

In this paper, the D‐B‐A system is one of the important structural
types of third‐order nonlinear optical materials (Paulson et al., 2005;
Giacalone et al., 2004; Davis et al., 2001; Mirebeau et al., 2000). Here,
D represents an electron donor, A represents an electron acceptor, and
B represents a conjugate bridge composed of large π electrons. In 2002,
Junya et al. experimentally reported the intramolecular charge trans-
fer behavior of the porphyrin‐oligothiophene‐fullerene system
(Junya and Kazuo, 2002). In 2005, Sun et al. made theoretical calcu-
lations for this ternary compound system based on quantum chemistry
methods, and did research on the transition energy, oscillator strength,
and electron‐hole coherence in the frontier molecular orbital (HOMO,
LUMO) of the polymer system (Sun et al., 2005). Later, there were also
related studies on the recombination energy, electronic coupling, and
free energy of electron transfer reactions of the polymer D‐B‐A system.
In this paper, we are exploring the charge transfer characteristics of
the D‐B‐A system in two‐photon absorption under the control of an
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2. Results and discussion

Fig. 1 shows the composition of the D‐B‐A system (Otsubo et al.,
2002; Ikemoto et al., 2002). Fullerenes in hyperconjugated systems
have strong electron delocalization capabilities. The long chain struc-
ture composed of four thiophene units in the middle acts as a “bridge”
for electron transfer between the two hyperconjugated systems (Song
et al., 2013, 2015; Mu et al., 2020). The X axis in Cartesian coordinates
in the figure is parallel to the direction of the “bridge”. All external
electric fields also act on the X‐axis orientation.

The absorption spectra of porphyrin‐tetra‐thiophene‐fullerene in
different external electric fields are shown in Fig. 2. First, Fig. 2(a)
and 2(b) are the OPA spectra of two opposite electric fields on the
X axis. By observing the spectrum contrast chart in the negative
direction, it can be seen that with the increase of the electric field
intensity, the strong absorption peak in the visible light region
(410 nm–480 nm) produces an obvious red shift and a gradual weak-
ening of the intensity. On the contrary, the absorption peak in the
same region of the spectrum in the forward direction did not show
a significant decrease. Only when the intensity of electric field is

external electric field. Porphyrin‐oligothiophene‐fullerene has unique 
advantages in application. In organic photovoltaic materials, people's 
attention to the efficiency of converting light energy is mainly mani-
fested in the charge transfer efficiency and energy transfer inside the 
device. With the development of organic solar cells, porphyrins and 
fullerenes have gradually become ideal donor and acceptor materials 
due to their electrical properties and unique chemical structures. Thio-
phene acts as an intermediate “bridging group” connecting the accep-
tor and the donor. Because it is a five‐membered ring structure 
containing sulfur atoms, it has stable chemical properties, low oxida-
tion sites, strong structural tunability, and low cost. The length of the 
bridge base (the distance between the donor and the acceptor) in the D‐
B‐A structure composed of the three will affect the transfer of energy 
and electrons. Therefore, we want to study the influence of the external 
electric field on the charge transfer of the system with-out changing the 
length of the intermediate conjugate bridge in the two‐photon 
absorption of the typical nonlinear optical effect. We the-oretically 
studied the different charge transfer characteristics of the current 
system's TPA process, especially the difference in external elec-tric 
fields of different orientations. In addition, for the two‐step transi-tion 
process represented by the first term in the formula, the classical 
quadratic response theory cannot accurately analyze the overall charge 
transfer. Using our developed TPA calculation program based on the 
sum‐of‐states (SOS) model (Mu et al., 2019), we can finally achieve the 
purpose of visually analyzing the TPA transition character-istics (Kang 
et al., 2020). In particular, reciprocal transfer may occur. Here, the 
visualization method mainly refers to the “three‐state” model based on 
the TPA process. We use the calculated matrix and dif-ferential density 
to draw graphics in two‐dimensional and three‐dimensional real 
spaces. The charge transfer that occurs in the transi-tion process is 
clearly located on a local single atom, which promotes better revealing 
of different charge transfer characteristics.
Fig. 1. The molecular structure of porph
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F ¼ 1:5� 10�3au, the spectrum shows a distinguishable red shift.
Secondly, Fig. 2(c) and 2(d) are the TPA spectra of two opposite elec-
tric fields on the X axis. Compared with the spectrum without electric
field, new peaks will be generated in different regions. In Fig. 2(d),
there are super strong absorption peaks in the two largest external
electric fields of F ¼ 1:2� 10�3au and F ¼ 1:5� 10�3au. The differ-
ence in the spectra caused by the external electric field is considered
to be due to the deviation of the front molecular orbital distribution
in the molecule. The decrease in the number of transition electrons
leads to a decrease in the required excitation energy, and finally
the increase in wavelength results in a peak red shift. Depending
on the regulation of the external electric field, the optical properties
of electronic transitions need to be further revealed by visualization
methods.

Compared with simple orbital analysis, charge differential density
(CDD) can fully consider the orbital transition and configuration coef-
ficients. It is a commonly used method to analyze the change in charge
distribution caused by the difference in electron density during the
excitation process. However, CDD also has certain limitations in the
study of charge transfer characteristics. In previous studies, the charge
transfer characteristics within the molecule are not single. When there
are both electrons and holes in the same area in the CDD diagram, it is
necessary to specifically analyze the electron‐hole source from local
excitation or charge transfer. At this point, you can refer to the density
matrix to locate a single atom to assist in the analysis.

Below we list and analyze the TPA cross section and transfer char-
acteristics under several external electric fields. Fig. 3 shows the TPA
and OPA process of F ¼ � 9� 10�4au. In particular, there is a strong
absorption peak mainly contributed by the “three‐state” term at
780 nm in Fig. 3(a). (The cyan dotted line in the figure dominates
the peak). After calculation, we found that the strong absorption states
S12, S13, and S15 in Fig. 3(b) may all be intermediate transition states in
the TPA process. Among them, S20 can use S13 as a intermadiate tran-
sition channel (S0 → S13‐>S20). S19 has four transition channels
(S0 → S4‐>S19, S0 → S12‐>S19, S0 → S13‐>S19, S0 → S15‐>S19.). There-
fore, this article focuses on the analysis of the transition process of S19.
Fig. 3(c) shows the two transition channels in S19. The first channel is
S12 as the intermediate state. At this time, the first step of excitation is
the strong local excitation of the fullerene structure, accompanied by
charge transfer between the thiophene chain and the fullerene. The
second step is completely different. The main thing is that fullerenes
provide electrons for super‐exchange charge transfer to the porphyrin
structure. The second channel selects S15 as the intermediate state.
Unlike the previous channel, in the first transition, there is a charge
transfer behavior of the thiophene chain from the middle to the donor
and acceptor on both sides. At this time, weak local excitation occurs
on the fullerene. The transition characteristics of the second step are
the same as those of the previous channel. The bright area appears
on the off‐diagonal line in the transition density matrix (TDM) dia-
gram, which is the characteristic of super exchange charge transfer.
Therefore, the “bridge” of the thiophene chain is more like providing
electrons for the second transition and promoting the occurrence of
super‐exchange transfer at the macro level.
yrin-tetra-thiophene-fullerene (PTF).
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Fig. 2. (a), (b) are the one-photon absorption (OPA) spectra of porphyrin-tetra-thiophene-fullerene (PTF). (c), (d) are the two-photon absorption (TPA) spectra of
porphyrin-tetra-thiophene-fullerene. “+” and “−” represent the positive and negative directions of the external electric field along the X axis, respectively.
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The TPA and OPA spectra of the D‐B‐A system in the external elec-
tric field F ¼ � 1:5� 10�3au are shown in Fig. 4(a) and (b). We ana-
lyzed the S22 at the same peak position as S19 in Fig. 4(a), and S11 is
one of the channels in the OPA spectrum. The 2D and 3D images on
the left in Fig. 4(c) can visualize the two‐step transition process. First
of all, during the transition from S0 to S11, local excitation occurs on
fullerenes and tetra‐thiophene, and some electrons on tetra‐
thiophene are transferred to porphyrin. During the transition from
S11 to S22, there is an electron‐hole coherence phenomenon on fuller-
enes. But observe that there is no bright area in the lower left corner of
the TDM graph. At this time, the electron‐holes come from tetra‐
thiophene and porphyrin. The first transition process of the current
channel mainly consists of two parts: one part is the super‐exchange
charge transfer from porphyrin to fullerene structure; the other part
is the sequential charge transfer between thiophene and fullerene.
From the 3D picture, the drawbacks of CDD have been revealed. The
electron‐holes accumulated in fullerenes do not clearly specify the cur-
rent charge transfer characteristics. The combination with 2D graphics
is necessary. In addition, in the channel of another intermediate state
S8, initially the thiophene oligomer transfers electrons to fullerene,
which is the p� π� transition. Then, two transfer characteristics
appeared: one is the sequential charge transfer from fullerene to thio-
phene chain, and then from thiophene chain to porphyrin. This trans-
fer is similar to the feeling of “relay”. And this type of transition has a
strong transition density. The other is super exchange charge transfer
directly from fullerene to porphyrin. Compared with the previous one,
the density is weaker. Although there are bright areas in the 2D
images, it can be distinguished that the local excitation presents the
International Conference on Recent Trend
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characteristics of flocculent aggregation, and the sequential charge
transfer presents a grid‐like shape with gaps in the middle. And in
the two‐step process, a charge recombination process occurred
between the thiophene chain and the fullerene.

Next, we analyze the electric field in the positive direction. The
TPA spectrum and OPA spectrum in the external electric field
F ¼ 1:2� 10�3au are shown in Fig. 5(a), (b). In Fig. 5(a), the contribu-
tion of the “three‐state” term and the “two‐state” term under the S25
absorption peak is almost equal. Therefore, we analyzed S0 → S23‐
>S25 and S0 → S25 for the main visual analysis of S25. First, the two‐
step transition process of S0 → S23‐>S25, S0 → S23 is mainly a local
excitation on the thiophene chain. During the S23 → S25 transition,
we can see a clear hole isosurface in the CDD diagram. Therefore, it
is speculated that there is a process in which electrons are sequentially
transferred from porphyrin to thiophene chain, and then from thio-
phene chain to fullerene. This is mainly due to the lack of super‐
exchange charge transfer characteristics in the TDM diagram. Sec-

ondly, due to the large value of Δμ25;0
�� ��2 in the formula, the two‐

state term of the direct transition from S0 → S25 cannot be ignored.
After visual analysis, there is an optical characteristic that is com-
pletely different from that of TPA. The whole transfer process is mainly
the super exchange charge transfer between the porphyrin structure
and the two thiophene unit structures connected to it and the
fullerene.

In order to verify that the difference between the “three‐state” item
and the “two‐state” item really exists. We have added TPA spectrum
and OPA spectrum in F ¼ 1:5� 10�3au, as shown in Fig. 6(a) and
(b). In Fig. 6(a), the TPA section of the “three‐state” term of S19 is
s in IOT and Its Application (RTIA-18) 
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Fig. 3. The external electric field is the TPA spectrum (a) and OPA spectrum (b) of F ¼ � 9� 10�4au. (c) Two-dimensional (2D) graphs representing transition
density and three-dimensional (3D) graphs representing electron-hole coherence from different channels. Among them, red and blue represent electrons and holes.
(For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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Fig. 4. The external electric field is the TPA spectrum (a) and OPA spectrum (b) of F ¼ � 1:5� 10�3au. (c) Two-dimensional (2D) graphs representing transition
density and three-dimensional (3D) graphs representing electron-hole coherence from different channels. Among them, red and blue represent electrons and holes.
(For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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Fig. 5. The external electric field is the TPA spectrum (a) and OPA spectrum (b) of F ¼ 1:2� 10�3au. (c) Two-dimensional (2D) graphs representing transition
density and three-dimensional (3D) graphs representing electron-hole coherence from different channels. Among them, red and blue represent electrons and holes.
(For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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Fig. 6. The external electric field is the TPA spectrum (a) and OPA spectrum (b) of F ¼ 1:5� 10�3au. (c), (d) Two-dimensional (2D) graphs representing transition
density and three-dimensional (3D) graphs representing electron-hole coherence from different channels. Among them, red and blue represent electrons and holes.
(For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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Fig. 7. The correlation between the energy difference of the ground state and
different external electric field strengths.

Table 1
The net charge transfer between the three fragments of porphyrin, tetra-
thiophene and fullerene.

Transferred electrons between fragments (Net)

Porphyrin ->
Tetra-thiophenes

Porphyrin ->
Fullerene

Tetra-thiophenes ->
Fullerene

−0.0003 au −0.12529 −0.00107 0.02891
−0.0006au −0.22283 0.01448 0.10277
−0.0009 au −0.05508 −0.07733 0.07750
−0.0012au −0.36605 −0.00903 0.03453
−0.0015au −0.16873 −0.11745 0.11740
+0.0003au −0.01918 0.00280 0.04483
+0.0006au 0.05616 0.07083 0.15079
+0.0009au 0.02875 0.01560 0.03462
+0.0012au 0.09419 0.04977 0.08620
+0.0015au 0.07575 0.03064 −0.01555
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about 7 times that of the “two‐state” term. However, the S19 excited
state is very strong, so the “two states” of the current excited state is
worth analyzing compared to other excited states (see Fig. 6(c)). Sim-
ilarly, similar to the previous external electric field situation, the
S0 → S19 channel is completely super exchange charge transfer. It is
worth discussing the two‐step transition process of S19, as shown in
Fig. 6(d). When S1 is used as an intermediate state, the first step is
the superexchange transfer phenomenon of porphyrin to fullerene. In
the second step, all isosurfaces are gathered on the fullerene structure,
which is the local excitation of the fullerene. When S10 is the interme-
diate state, the first step is the sequential charge transfer from por-
phyrin to thiophene chain. After adding a certain amount of
electrons to the thiophene oligomer, the second step is the superex-
change transfer of the porphyrin and the thiophene oligomer to the
fullerene, respectively.

Macroscopically, when the direction of the external electric field is
the negative direction of the X‐axis, the strong absorption state in the
TPA is used as the final state in the CDD diagram, and the electronic
isosurface is more likely to appear on the porphyrin structure. When
the direction of the external electric field is the positive direction of
the X axis, the electron isosurface is more likely to appear on the full-
erene structure. Based on this phenomenon, we divide the D‐B‐A struc-
ture into three segments, which is intended to further confirm the
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promotion of the same direction charge transfer by an external electric
field. (see Table 1).

It can be seen from the table that with the increase of the electric
field intensity in the negative direction, the net charge transfer amount
of the porphyrin fragment to the fullerene fragment gradually becomes
negative. The data shows that the charge is transferred from fullerene
and thiophene to porphyrin as a whole, accompanied by the transfer of
thiophene to fullerene. We have to consider that the latter may provide
part of the electrons for fullerenes. With the increase of the electric
field strength in the positive direction, the three net charge values
all show an overall trend of increasing gradually. It shows that elec-
trons are also transferred along the positive direction of the X axis.
In addition, the number of electrons transferred by sequential charge
transfer is larger, and the proportion is larger.

In addition, we observed the lowest potential energy of the ground
state in different external electric fields, see Fig. 8. Taking the energy
without electric field as the benchmark, the absolute value of the
ground state energy difference gradually increases as the intensity of
the external electric field in two opposite directions increases. It is
found that ΔE ¼ EðFÞ � Eð0Þj j ⩽ 0:12ev. The difference can indicate
that the ground state energy will be affected by the external electric
field and cannot be ignored.

In the previous analysis, we observed the charge transfer character-
istics of excited states with strong absorption peaks in the TPA spectra.
Light‐induced electron transfer has a certain sequence in the current
system. The energy of the charge separated state is lower than that
of the light excited state. Therefore, we compare and analyze the
CDD diagrams of the lowest charge transfer state in different external
electric fields in Fig. 8. The results show that the strength and direction
of the electric field can significantly manipulate the charge transfer in
the lowest charge transfer excited state. As shown in Fig. 8, when the
direction of the electric field is along the positive X‐axis, the porphyrin
structure and the tetrathiophene unit structure transfer electrons to the
fullerene structure. When F ¼ 1:5� 10�3au, the hole density of the
long thiophene chain close to the fullerene side is small. It shows that
the charge transfer at this time is mainly the super exchange charge
transfer from the porphyrin structure to the fullerene structure. As
the electric field decreases, the sequential charge transfer from the
thiophene chain to the fullerene structure increases. Local excitation
on the porphyrin and sequential charge transfer from the thiophene
chain to the porphyrin can be observed in the case of the negative elec-
tric field and no electric field. When the electric field is
F ⩽ � 9� 10�4au, the hole density appears on the fullerene, which
may be accompanied by the appearance of super exchange charge
transfer.

Therefore, in order to further explore the characteristics of these
lowest charge transfer excited states, we recorded their excitation
energy and absorption intensity (see Fig. 9). The excitation energy
changes relatively smoothly in the five negative electric fields, while
the change trend in the positive direction is greater. The changes in
the excitation energy of the electric field in the five negative directions
are relatively stable, while the change trend in the electric field in the
positive direction is greater. It shows that in the charge transfer con-
trolled by the external electric field, the electric field direction is the
main influencing factor, followed by the electric field size. The addi-
tion of an external electric field may bring about a shift in the distribu-
tion of frontier molecular orbitals, resulting in a decrease in the
number of transition electrons. So, the energy of the excited state in
Fig. 9 is reduced, and at the same time, the red shift of the spectrum
in Fig. 2 is caused.
3. Conclusion

In summary, through the analysis of the strong absorption peak in
TPA, we found that the applied electric field has an effect on the
s in IOT and Its Application (RTIA-18) 
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Fig. 8. The charge density difference plot of the lowest charge transfer excited state. Red and blue represent the distribution of electrons and holes, respectively.
(For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 9. Excitation energy and absorption intensity of the lowest charge
transfer excited state in different electric fields.
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charge transfer characteristics of the D‐B‐A system. In a nutshell, the
direction and strength of the applied electric field promotes the occur-
rence of intra‐molecular charge transfer. These include sequential
charge transfer and super exchange charge transfer in TPA. During
the two‐step transition process of the current system TPA, we observe
the density matrix and the charge differential density map, and find
that when the electric field direction is the same as the direction of
International Conference on Recent Trend
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the donor pointing to the acceptor, the strength of the charge separa-
tion at this time is strong, and the phenomenon of super exchange
charge transfer is prone to occur; Conversely, the phenomenon of
charge recombination may also occur. This macroscopic adjustment
is related to the optical properties of the same direction on the atomic
scale. More importantly, this discovery can provide theoretical guid-
ance for solar cells, dyes whose colors can be adjusted by electric fields
and photocatalysis.
4. Methods

All the quantum chemical calculations are performed with Gaus-
sian 16 software. S1 The molecular structure of porphyrin‐tetra‐thio
phene‐fullerene is optimized by the B3LYP functional (Frisch et al.,
2016) theory in density functional theory (DFT) (Becke, 1988) com-
bined with 6‐31G(d) basis set (Kohn and Sham, 1965). In addition,
the density functional theory D3 correction (Grimme et al., 2011)
method is added to optimize the calculation accuracy. On the basis
of the optimized structure, the properties of the excited state are calcu-
lated using time‐dependent density function theory (TD‐DFT) (Gross
and Kohn, 1985); Cam‐B3LYP (Yanai et al., 2004) functional and
6‐31G(d) basis set. In our calculations, 200 excited states are
calculated, which provides reasonable results for the SOS method.
(Lu and Chen, 2012).

Multiwfn 3.6 program (Humphrey et al., 1996) is used for charge
differential density (CDD) and transition density matrix (TDM). The
VMD program 32 can draw a schematic diagram of the electron‐hole
pair isosurface. In this article, the red isosurface represents electrons
in all CDD images (the electron density in this area increases), and
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The TPA cross section can be written as

σtp ¼ 4π2a50α
15c0

ω2gðωÞ
Γf

δtp ð2Þ

where the c0 is the speed of light, Γf is the lifetime of final state, a0 is
Bohr radius, α is the fine structure constant, ω is the energy of the inci-
dent light, and gðωÞ expresses the spectral line profile, which is
assumed to be a δ function. The specific manifestation of the transition
probability δtp in Eq. (2) has been given in Eq. (1).

The transition matrix elements in TDM are defined as

Ptran
μυ ¼ CυiCμi CυiCυj

CμiCμj CμiCυj

� �
ð3Þ

where the Cυi is the i th orbital expansion coefficient of the μth atom.
This formula expresses the transition density matrix between arbitrary
excited states.
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The ability of plasma frequency to tune the guiding properties of plasma cladded optical fiber is explored and
numerically investigated. The identified parameter to manipulate the propagation characteristics of the inves-
tigated structure is electron–ion density which can be controlled by varying electric potential. It is shown that
the curve of group index vs optical signal frequency can be manipulated significantly by manipulating plasma
frequency. Judicious consideration of fiber’s parameters and the values of plasma frequency allow for obtaining
minimum or desired group velocity dispersion at a desired optical frequency. Further, ability of manipulation
of the slope of group index vs signal frequency curve allows for dispersion management. Possibility of signif-
icant variation in group‐index is the highlight of the present work and the most impressive feature is that it
could be achieved in online condition (by varying plasma frequency with the help of tuning electric field).
Since, ratio of plasma to signal frequency is the only important factor in manipulating the propagation prop-
erties, the idea presented here can be extended to frequency domains in the range of Terahertz, Microwaves
etc. An optical modulator is proposed in the last section on the basis of present investigation.
1. Introduction

The analyses of varied propagation properties of optical signal in
bounded structures has always remained of prime interests amongst
scientists and engineers to explore its vivid applications in integrated
optical devices and processing systems. Different kinds of optical
waveguides with various schemes of cross‐sectional geometries (Xiao
et al., 2019; Kim et al., 1987; Singh and Kumar, 2009) and core‐
cladding materials (Anicin, 2000; Hu and Wei, 2001; Shen and Pao,
1991; Chatterton and Shohet, 2007; Mishra et al., 2013) were pro-
posed and investigated by many researchers to address the recent
applications related issues. Emphasis continues to design an optical
waveguide structure that may efficiently transport image data, enables
strong light‐matter interaction, all optical computing and more impor-
tantly tunable guiding features.

Cylindrical optical waveguides loaded with unconventional materi-
als such as chiral materials (Janeiro et al., 2002), metamaterials
(Yamunadevi et al., 2016), semiconductors (Ballato et al., 2010),
plasma etc. have shown to be very useful to design novel, chip‐scale,
ultrafast devices for applications in terahertz wireless communications
and in all‐optical computing. However, efforts continue to identify
some dynamic parameters (particularly with electrical tuning) that
may manipulate the guiding properties online in order to make the
fiber versatile with tunable guiding properties. Some authors have also
explored the guiding properties of a bi‐waveguide (Foteinopoulou and
Vigneron, 2013) and reported some interesting results. This bi‐
waveguide consists of slabs of positive index and negative index
materials.

Amongst various optical waveguide configurations proposed so far,
there has been growing interest in optical fibers considering plasma
either in its core (Shen, 1991) or in cladding (Singh et al., 2010;
Hairong et al., 2007; Mishra and Singh, 2015) due to its electrically
controlled frequency dependent refractive index. Considering plasma
in the cladding – the so called plasma cladded optical fiber (PCOF),
has potential to address the issues of two‐fold coupling of propagating
hybrid modes in image transferring fiber optic system (KianiMajd
et al., 2018). Moreover, the unique feature of PCOF which distin-
guishes it from other optical waveguide structures is its ability to

http://crossmark.crossref.org/dialog/?doi=10.1016/j.rio.2021.100087&domain=pdf


Dynamic Control Over Group Speed... S. S. Jena et al.
130
2. Physical structure and formulation of the problem

The physical model of the waveguide structure (Fig. 1) under inves-
tigation is considered to be a dielectric core with coaxial cold plasma
cladding. The wave is supposed to be essentially varying harmonically
in space and time coordinates and be propagating in the z –direction.
The refractive index of plasma cladding region (n2) is defined below by
the relation (Krall et al., 1973)

n2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ω2

p

ω ω� iγð Þ

s
ð1Þ

where ω is the signal frequency, γ is loss constant and ωp is the plasma
frequency. For a collision‐less plasma which is judiciously tenable at
low pressure, the loss constant γ becomes zero, hence, Eq. (1) reduces
in the form

n2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ω2

p

ω2

s
ð2Þ

The behavior of Electromagnetic wave propagating through a
plasma media is quite dissimilar under low and high frequency condi-
tions. Under low frequency conditions ðω < ωpÞ, the refractive index of
plasma turns to be complex and hence waves get attenuated while in
high frequency conditions ðω > ωpÞ, plasma behaves like a loss‐less
dielectric media. Furthermore, to restore the assumptions specific to
cold plasma, the thermal motion of electrons and ions are neglected
(Krall et al., 1973). Thus, the plasma frequency for a collision‐less
and cold plasma can be expressed by the relation

manipulate the propagation properties dynamically (in online condi-
tion). This dynamic manipulation of propagation properties of modes
is possible by changing the electrical potential which in turn alters 
the values of electron ion densities and hence plasma frequency.

–

Recent works on PCOF suggest for its numerous applications in optical 
storage devices and modulating systems (Mishra, 2021).

Present work on PCOF encompasses the studies of group index and 
effective index and is extended to explore the possibilities of its device
applications. The effects of various fiber parameters on group index is 
also explored. The proposed optical fiber (Fig. 1) consists of a circular
dielectric core surrounded with concentric, isotropic, homogeneous, 
low density and cold plasma. Further, to avoid the radiation loss, it
is assumed that the plasma region extends infinitely in transverse
direction. The characteristic dispersion relation of PCOF is derived
using Maxwell’s equations and appropriate boundary conditions. The 
identified dynamic parameter of PCOF is plasma frequency which can 
be tuned electrically. The novel feature of PCOF is its electrically
controlled refractive index of cladding region that is exploited to 
explore some of manipulable propagation characteristics of guided
modes.
Fig. 1. Cross-sectional view of circular optical fiber with constant value of dielectr
(Mishra, 2021).
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ωp ¼
ffiffiffiffiffiffiffiffiffiffiffi
e2n
me ɛ0

s
ð3Þ

The constants e; n; ɛ0 and me are the charge, electron density, per-
mittivity of free space and mass of the electron respectively. Some of
the existing plasma generation techniques being used for practical pur-
poses, with their corresponding parameters is enlisted in Table 1.

The derivation of characteristic dispersion equation primarily
involves the derivation of wave equation which essentially requires
to be solved to get the longitudinal and transverse field components
in core and cladding regions (Pollock, 1995) separately. These field
components are then matched at core‐cladding boundary r ¼ að Þ using
appropriate boundary conditions. Following the usual mathematical
steps as applicable for a standard circular step‐index dielectric waveg-
uide, the dispersion relation of the PCOF comes out to be

J 0ν u að Þ
u Jν u að Þ þ

K0
ν wað Þ

wKν wað Þ
� �

� k2n21
u

J 0ν u að Þ
Jν u að Þ þ

k2n22
w

K0
ν wað Þ

Kν wað Þ
� �

� β2 ν2

a2
1
u2

þ 1
w2

� �2

¼ 0

ð4Þ

where the representative of fields Jνand Kνare Bessel and modified Bes-
sel functions of first and second kind respectively, β is longitudinal
propagation constant, ν is modal index and core and cladding parame-
ters are respectively defined below as

u2 ¼ k2n21 � β2 and
w2 ¼ β2 � k2n22

The prime over Jν and Kν represent the first order differentiation
with respect to argument. A detailed discussion about cylindrical Bes-
sel functions and their properties can be obtained in (Arfken and
Weber, 2005). Eq. (4) is the standard dispersion equation of a step‐
index optical fiber in the sense that one can derive separate dispersion
relation for different modes (transverse symmetric and hybrid modes)
from above relation. Using Bessel function identities and making use of
Eq. (2), the dispersion relation of fundamental mode of the PCOF
follows

� Jν þ1 uað Þ
u Jν uað Þ � Kν �1 wað Þ

wKν wað Þ þ
ν

a
1
u2

þ 1
w2

� �� �

� k2 �n21
Jν þ1 uað Þ
u Jν uað Þ � ν

a u2

� �
� Kν �1 wað Þ

wKν wað Þ þ
ν

aw2

� �� �

� β2 ν2

a2
1
u2

þ 1
w2

� �2

¼ 0

ð5Þ

In our forthcoming analyses, we have considered only fundamental
mode (HE11) in our discussions since it is one of the most investigated
fiber mode due to its outstanding propagation properties carried by it.
ic core’s refractive index and a plasma cladding with varying refractive index
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Source of Plasma Nominal Power/W Electron number density (m−3) Plasma frequency (Hz) (Calculated using Eq. (3))

RF glow discharge 200–500 1017 ~1011

DC glow discharge 100–300 1016 ~1010

Inductively coupled 500–2000 1018 ~1011

Electron cyclotron resonance 300–1000 1018 ~1011

DC welding arc 500–2000 1019–1023 ~1012–1015

Helicon 500–2000 1018–1019 ~1011–1012

DC plasma jet 1000–20000 1020–1023 ~1012–1015

Table 1
Plasma generation techniques and their corresponding properties (Mehmood et al., 2018).
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However, one can derive dispersion relation for transverse symmetric
modes considering ν ¼ 0 in Eq. (4) and making use of appropriate Bes-
sel function identities.

3. Numerical results

The study of group index is an important aspect in determining the
group velocity dispersion and slow or fast nature of propagating
modes. It is conveniently defined by the relation;

Ng ¼ n� λ
dn
dλ

ð6Þ

The regions where an increase in wavelength causes a decrease in
refractive index indicates for slow light. In order to explore explicitly
the effect of core radius and core refractive index, we present here
two more equations;

vg ¼ dω
dβ

ð7Þ

β2 ¼ b2V2

a2
þ 1
c2

ω2 � ω2
p

� �
ð8Þ

where vg is group velocity. b and V are two other important dimension-
less fiber parameters defined below

b ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
β
k

	 
2 � n22
n21 � n22

s
ð9Þ

V ¼ a
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ w2

p� �
¼ k a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n21 � n22

q
ð10Þ

Eq. (6) together with Eqs. (7) and (8) gives the values of group
index. The allowed values of β can be obtained by solving Eq. (5)
which is pre‐required for calculating normalized propagation constant
(b).

(i) effect of variation of core radius on group index

A curve between group index and signal frequency is plotted for
different values of plasma frequency and core radius. It is fairly evident
from Fig. 2 that group index is dominantly affected with the variations
in both plasma frequency and core radius. Compared to other consid-
ered values of plasma frequency, the slope of group index is obviously
very large for ωp ≈ ω. It may further be noted from the curve that for
a = 400 nm and ωp = 6 × 1014 Hz, the slop of group index is almost
flat in C‐ Band of communication spectrum which indicates minimum
group velocity dispersion. It is important to mention here that higher
values of group index reflect slowing of light which is very crucial in
controllable optical delay devices, optical buffers and modulation sys-
tems (Boyd et al., 2006). It may also be noted that, within C‐band, the
slope of the group index vs signal frequency curve also changes signif-
icantly with the plasma frequency. Possibility of slope manipulation in
online condition should have potential applications in dispersion man-
International Conference on Recent Trend
Organised by Department of Computerscience Science En
agement. Further, the sign of the slope could be changed within C‐
band using plasma frequency which should be crucial in dispersion
compensation.

(ii) effect of variation of core refractive index on group index

Knowledge of the effect of variation of core refractive index and
core radius on group index is crucial from fabrication point of view.
The curve between group index and signal frequency (Fig. 3) at con-
stant core radius and different values of plasma frequency displays
the varied effect of core refractive index. It may be noted that the
curves are highly grouped and the slope of curves varies very slightly
by varying core refractive index (keeping ωp fixed). Point of intersec-
tion of the intersecting curves indicate same group speed but different
group dispersion at the optical signal frequency corresponding to the
point of intersection. Points of intersections in the C‐Band and beyond
may be noted in the figure.

(iii) effective index

The study of effective index (neff) is very important in order to
quantify the optical response of media. It is conveniently defined by
the relation

neff ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2 V2

k2 a2
þ n22

s
ð11Þ

To draw substantial information from effective index curve (Fig. 4),
we define here new characteristic plasma parameter;

δ ¼ ωp

ω
ð12Þ

As can be seen in effective index curves that unlike with standard
dielectric optical fibers, the magnitude and slope of neff of PCOF is
quite dissimilar for ωp equal to 1015 Hz and 1014 Hz. This dissimilarity
in magnitude and slope of neff primarily appears due to variations in
electrically controllable n2. This feature of PCOF clearly suggests its
utility in optical storage devices and modulating systems wherein
the slow‐ speed of optical signal plays a crucial role.

(iv) the optical modulator:

A modulator could easily be proposed on the basis of present inves-
tigation which is shown in the Fig. 5. The proposed modulator is con-
sisting of a Mach‐Zehnder Interferometer (MZI) with one arm of a
simple single mode fiber (SMF) and the other of a PCOF.

When an optical beam is launched at the input port, it splits into
two equal parts. One part propagates through the SMF and its counter-
part through the PCOF. The speed of the part propagating through the
PCOF could be changed (modulated) by modulating the electric poten-
tial of PCOF. When modulated part obtained through PCOF combines
with the reference part through SMF, intensity modulated beam is
obtained at the output.
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Fig. 2. Variation of group index vs signal frequency of fundamental mode as a function of core radius and plasma frequency. The part of the curve under two
vertical lines correspond to the C-Band of communication spectrum.

Fig. 3. Variation of group index vs signal frequency of fundamental mode as a function of core refractive index and plasma frequency. The part of the curve under
two vertical lines correspond to the C-Band of communication spectrum.
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Fig. 4. Variation of effective index with optical frequency. The part of curves under two parallel vertical lines corresponds to the C-band of communication
spectrum. A variation in δ at a fixed ωp entails a corresponding variation in ω according to Eq. (12).

Fig. 5. Proposed optical modulator consisting of a Mach-Zehnder Interfer-
ometer (MZI) with one arm of simple single mode fiber (SMF) and the other of
a PCOF.
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4. Conclusions

Some of the new propagation features of electrically tunable PCOF
is explored and based on the derived results, an optical modulator is
proposed. Within C‐band, the slope of the group index vs signal fre-
quency curve changes significantly with the plasma frequency. Possi-
bility of slope manipulation in online condition should have
potential applications in dispersion management. For a ¼ 400nm and
ωp ¼ 6� 1014Hz; a variation of group index with signal frequency is
almost flat in C‐Band which clearly suggest for minimum group veloc-
ity dispersion (GVD). It is further impressive to mark here that the
slope of these GVD curves for a ¼ 450nm, ωp ¼ 6� 1014Hz and
a ¼ 450nm, ωp ¼ 1� 1014Hz is approximately opposite in nature
thereby leading to be instrumental in dispersion management/com-
pensation. It may also be noted further that the sign of the slope could
be changed within C‐band using plasma frequency. Intersecting GVD
curves are observed in our investigation. Point of intersection of the
intersecting GVD curves indicate same group speed but different group
dispersion at an optical signal frequency corresponding to the point of
intersection. The points of intersections can however, be shifted in C‐
Band by varying the refractive index of core. An optical modulator
based on Mach‐Zehnder interferometer is also proposed in the last sec-
tion. The obtained results of the investigated optical fiber structure are
appearing to be very promising and may attract other peer investiga-
tors for more advanced studies in addition to its fair possibilities of
applicability in integrated optical devices and optical processing
systems.
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A B S T R A C T

We propose a p‐i‐n diode embedded parallel triple microring resonator (MRR) configuration to simultaneously
realize optical OR and AND, or NAND and NOR logic gates using a bias‐assisted carrier injection mechanism.
The applied bias on the rings induces refractive index change in the intrinsic region through bandfilling, band-
gap shrinkage and free carrier absorption effects, leading to intensity variation at the output ports of the MRR
due to respective resonant wavelength shift. The optical logic gate operational outputs are represented as the
light intensities at the output ports of the MRR with the wavelength of the input optical signal launched into
the input port being at the resonant wavelength of the microring resonator, while the operands are represented
as the bias applied onto the rings. The proposed microring resonator configuration is theoretically optimized
for achieving a high contrast ratio and an optical confinement factor by optimizing the intrinsic region width,
applied bias, coupling coefficient between ring‐bus waveguide and lifetime of carriers in the intrinsic region.
1. Introduction

Optical logic gates are the key elements needed to realize high
speed optical signal processing systems and optical computing.
Hardy and Shamir (2007) introduced a new platform in signal process-
ing, which simultaneously enables high speed operation and control
convenience. The high‐speed and control benefits of optics and elec-
tronics can be collectively used to develop electro‐optics‐based logic
circuits whereby electrons and photons are used for signal control/
switching and signal operation, respectively (Soref, 2011). Optical
directed logic gates open up computational parallelism, thus lead to
higher packaging density in integrated circuits (ICs). Performing opti-
cal operations independently on each switching element in a network
enables boolean logic functions to be realized with reduced latency
and over‐all processing time. Optical logic gates based on III‐V semi-
conductors are highly recommended for monolithic integration with
other III‐V devices (e.g., lasers, photodetectors, amplifiers, etc.) in chip
platform. To enable control/switching in logic gates, several switching
mechanisms such as electro‐optic (EO) effect (Kumar et al., 2014),
electro‐absorption (EA) effect (Fayza and Sooraj, 2020) and thermo‐
optic (TO) effect (Tian et al., 2011) can be used. However, each of
these mechanisms has its own drawbacks. The EO effect is relatively
weak in III‐V semiconductors, and hence, the length of an EO device
must be long enough in order to attain a large change in optical output
with a practical applied bias voltage, which makes it incompatible for
chip integration. EA based logic gates are polarization sensitive and
the wavelength operation of these devices should be chosen near the
bandgap of the material as EA effect is strongest only for those wave-
lengths that are near the bandedge wavelength. Group III‐V semicon-
ductor materials with bandgap close to lowest attenuation and
dispersion wavelength window (around 1300 nm and 1550 nm,
respectively) are Indium‐based ternary and quaternary materials, such
as InAlAs/InGaAs and InGaAsP/InP. The major drawbacks of these
materials are their scarcity and immature processing technologies.
The TO based logic gates faces thermal mismatch issues along with
poor stability and reliability. An alternative switching mechanism that
works well with III‐V semiconductor materials is carrier injection (CI)
(Ishida et al., 1987). The major attractive features of CI mechanism are
polarization independent nature, operational simplicity, high contrast
ratio and freedom to operate over a wavelength band far away from
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the bandgap. Through a bias‐assisted CI mechanism, varying the bias 
voltage applied to the III‐V semiconductor material changes its refrac-
tive index through bandfilling (BF), bandgap shrinkage (BGS) and free 
carrier absorption (FCA) effects. Unlike silicon‐based logic gate 
devices, GaAs‐based devices enable monolithic integration with other 
semiconductor optoelectronic devices. The limitation faced by CI 
modulation‐based devices implemented using Mach Zehnder Interfer-
ometer and directional coupler structures in ICs is their bulky nature 
(Ito and Tanifuji, 1988; Abdalla, 2004). However, a solution that over-
come this limitation is to use microring resonator (MRR) structures 
(Dominik, 2007).

MRR configurations have been widely used in photonic‐electronic 
ICs to realize different combinational and sequential logic gates. The 
basic single MRR structure, shown in Fig. 1 comprises a ring waveg-
uide closely coupled to bus waveguides. The unique properties pro-
vided by optical MRRs are small foot print (in few μm � μm range), 
narrow band filtering and high Q factor. The optical signal launched 
at the input port of a bus waveguide will eventually gets coupled to 
the ring waveguide, resulting in constructive interference for resonant 
wavelengths. The resonance condition in a MRR having a resonant 
wavelength λR is represented as mλR ¼ 2πRneff , where R is the radius 
of ring, m is an integer and neff is effective refractive index of ring. 
In Fig. 1, α; τ; κ and φ represents the absorption coefficient, transmis-
sion coefficient, coupling coefficient between ring and bus waveguide, 
and signal phase as propagating through the ring, respectively 
(Dominik, 2007). The coupling between the waveguides and ring is 
assumed to be lossless for the proposed logic gate configuration (i.e., 
τ2 þ κ2 ¼ 1). At resonance, the launched input signal which is resonant 
(λ ¼ λR) appears at the drop port (D port) while any non‐resonant 
wavelength (λ – λR) appears at throughput port (T port). Due to reso-
nance nature, MRRs are effective in realizing a large contrast ratio 
(CR) at the output ports for a very small refractive index change.

In this paper, we introduce a novel bias‐assisted CI‐based p‐i‐n 
diode embedded parallel triple MRR configuration that simultaneously 
realizes OR and AND gates at the output ports (T port and D ports) 
when a resonant wavelength (resonant at zero bias) is launched at 
the input ports. The bias applied to the rings acts as the operands while 
the operational results are collected at the respective output ports. The 
performance of the proposed logic gate configuration is optimized by 
optimizing the applied bias, intrinsic region width, relaxation time of 
carriers and coupling coefficient between ring and bus waveguides. 
Launching an optical signal whose wavelength satisfies the resonance
Fig. 1. Schematic diagram of a single MRR. Signals launched at the Input port
that satisfies the resonant condition (mλR ¼ 2πRneff ) couples to the ring and
gets collected at D port while the non-resonant signal bypasses the ring and
appears at T port. Additional signals can be launched into MRR using Add
port.
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condition at non‐zero bias at the input port leads to the simultaneous
realization of NOR and NAND gates at the respective output ports. Sec-
tion 2 discusses the bias‐assisted CI mechanism by considering the BF,
BGS and FCA effects, along with the modelling of CI‐based triple par-
allel MRR configured logic gates. The output intensities and respective
optimization results obtained for the proposed logic gate configuration
are presented in Section 3 and the paper is concluded in Section 4.
2. Modeling of carrier injected parallel triple ring resonators
based optical gates

The perspective view of the proposed logic gate configuration is
shown in Fig. 2. The structure consists of three identical parallel rings
of identical radii, R, seperated by a sufficient minimum gap that the
cross coupling between the individual rings is negligible. The entire
logic gate structure is grown on a GaAs substrate. The device is com-
prised of p‐i‐n diodes having GaAs intrinsic (i) regions, which act as
light carrying media (core regions), and surrounding p‐AlGaAs and
n‐AlGaAs regions, which have lower refractive indices than the intrin-
sic region and act as claddings that confine the optical signal to the
intrinsic regions (cores). Injection of carriers into i‐GaAs is enabled
by depositing p and n electrodes on the top of the rings and beneath
the GaAs substrate. Since the bandgap wavelength of the GaAs mate-
rial is typically far less than the low attenuation and dispersion wave-
lengths, efficient operation can be attained at these long wavelengths.
The material exhibits appreciable refractive index change with a small
applied bias voltage. The injection of carriers in a forward‐biased ring
resonator structure induces a refractive index change that shifts the
resonant wavelength, thus routing a portion of optical signal launched
into the input port to the T and D ports of the subsequent MRRs. The
resulting intensity variation at the T port and D port of MRR3 (refer to
Fig. 2) leads to the realization of OR and AND or NAND and NOR
gates. The principle of operation and realization of OR and AND or
NAND and NOR logic gates using carrier injective p‐i‐n embedded par-
allel triple ring resonators are discussed in the next section.
2.1. Principle of operation of carrier injected p-i-n diode embedded MRRs

Applying through the electrodes, forward biases to the p‐i‐n struc-
tured MRRs results in electron and hole injection into the intrinsic
regions. The change in refractive index in the i‐GaAs is attributed to
the change in absorption associated with BF (Burstein‐Moss phe-
nomenon, i.e. bandgap of a semiconductor material increases as the
absorption edge is shifted to higher energies due to conduction band
state population.), BGS and FCA (plasma effect) due to the injected
carriers (Bennet et al., 1990). Note that, BF and BGS are interband
absorption effects while FCA is intraband absorption effect. In the fol-
lowing calculations of switching characteristics, the band shapes are
assumed to be parabolic. By injecting carriers, photons of energies
slightly greater than the nominal bandgap energy experience lower
absorption because the electrons and holes fill the conduction and
valance band, thus leading to the BF effect. The BGS effect happens
when the injected carrier concentration density exceeds the critical
carrier concentration density (material parameter dependent). This
effect lowers the conduction band edge and increase the valance band
edge, thus shrinking of the bandgap energy, which increases the
absorption for photon of energies less than the nominal bandgap
energy. Note that, while calculating the BF effect, the change in the
band gap due to BGS must also be included and typically the contribu-
tions of the BF and BGS effects can be combined together in the calcu-
lations (Ravindran et al., 2012). The critical carrier density estimation
(χcr) and bandgap energy reduction (ΔEg(χ)) is modeled according to
Bennet et al. (1990) and Bennet and Soref (1987). The resulting
change in absorption (Δα(χ; E)BF+BGS) due to the combined BF and
s in IOT and Its Application (RTIA-18) 
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Fig. 2. (a) Parallel triple ring MRR configuration for OR and AND or NOR and NAND gate realization. (b) Perspective view of MRRS for realizing OR and AND or
NOR and NAND gate based on CI. The T port of MRR3 acts as an OR gate and the D port as an AND gate at zero bias for the resonant signal. The T port of MRR3 acts
as a NAND gate and D port as a NOR gate at a non-zero bias (the bias applied on MRR3 is same as MRR1).
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BGS effects is expressed as a function of carrier density (χ) in i‐GaAs
and photon energy (E) as:

Δαðχ; EÞBFþBGS ¼
Chh

E
ðf vðEahÞÞ � ðf cðEbhÞð Þ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E � ðEg � ΔEgðχÞÞ

q

þ Clh

E
ðf vðEalÞÞ � ðf cðEblÞð Þ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E � ðEg � ΔEgðχÞÞ

q

� Chh

E
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E � Eg

p þ Clh

E
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E � Eg

p� �
ð1Þ

Here, Eah and Ebh denotes the state of energy levels in valance band
and conduction band by considering heavy holes, while Eal and Ebl

denotes the state of energy levels in valance band and conduction band
by considering light holes respectively. The Fermi–Dirac probability
distribution function in these respective states are represented by f v
and f c. The constants (Chh and Clh) are obtained from Bennet et al.
(1990) by correcting with a multplicative term

ffiffiffi
�h

p
and units as cm−1-

eV. Here Eg denotes the bandgap energy of the core region. The change
in absorption is accompanied by a change in refractive index (ΔnBF+-

BGS) and it can be calculated by applying Kramers–Kronig integration
to Eq. (1) and substituting the appropriate Cauchy principal value.
The maximum change in refractive index due to BF and BGS occurs
near the bandgap region and become negligible for photon energies
much less than the bandgap energy.

FCA is due to the absorption of photons by free carriers (electrons
and holes) and the intraband transition of free carriers occurring from
one energy state to a higher energy state. FCA‐based refractive index
change (ΔnFCA) dominates at lower photon energies or higher operat-
ing wavelengths, since ΔnFCA is proportional to the square of the oper-
ating wavelength. ΔnFCA, which depends on the injected electron and
hole densities (χe;p), refractive index (n) and propagating wavelength
through the core i‐GaAs region, is given as

ΔnFCA ¼ � e2λ2

8π2c2ε0n
χe
me

þ χp
mh

� �
ð2Þ

where e; c; ε0, me and mh are the electronic charge, velocity of light in
free space, free space permittivity and effective masses of electron
and holes, respectively. The total change in refractive index (Δntotal)
is the sum of the ΔnBF+BGS and ΔnFCA.

2.2. Realization of triple parallel MRRs based optical logic gates

Incorporating the CI modulation mechanism into the proposed tri-
ple parallel MRRs configuration leads to realization of different logic
gates. The launched resonant photon energy of the signal at the input
port of MRR1 and add port of MRR2 in the proposed configuration is
selected to be far less than bandgap energy of the intrinsic region in
the rings. Three identical rings are used in the proposed configuration
shown in Fig. 2, where L is the circumference of each of the rings. The
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input power of the launched light signal is denoted as PI and the nor-
malized output power levels at the T port of MRR1 (ring1) and D port
of MRR2 (ring2) are represented as PT1 and PD2 respectively. MRR3
acts as a Fredkin gate with the T port output of Ring1 fed as an input
into the input port of Ring3 and the add port of Ring3 fed with the D
port output of Ring2 (Shamir et al., 1986). The normalized power
levels at T1 and D2 ports are given by

PT1;D2 ¼ τ þ
ðiκÞ2τ exp i2πLn1;2

λ � αL
� �

1� τ2 exp i2πLn1;2
λ � αL

� �
������

������
2

ð3Þ

while PT3 and PD3 are the normalized powers at T port and D port of
MRR3 (ring3) and are given by

PT3 ¼ τ þ ðiκÞ2τ exp i2πLn3
λ � αL

� 	
1� τ2 exp i2πLn3

λ � αL
� 	

�����
�����
2

� PT1

þ ðikÞ2 exp iπLn3
λ � αL=2

� 	
1� τ2 exp i2πLn3

λ � αL
� 	

�����
�����
2

� PD2 ð4aÞ

PD3 ¼ τ þ ðiκÞ2τ exp i2πLn3
λ � αL

� 	
1� τ2 exp i2πLn3

λ � αL
� 	

�����
�����
2

� PD2

þ ðikÞ2 exp iπLn3
λ � αL=2

� 	
1� τ2 exp i2πLn3

λ � αL
� 	

�����
�����
2

� PT1 ð4bÞ

The refractive indices of the rings (n1 for Ring1, n2 for Ring2, n3 for
Ring3) is neff at zero applied, and changes to neff ‐Δntotal at an applied
bias. Note that the add port of Ring1 must be isolated from the input
port of Ring2 as shown in Fig. 2 to restrict the entry of any optical sig-
nal through the add port of Ring1, which can result in nonfunctioning
of the gates. The bias voltage applied to Ring1 and Ring2 is considered
as the operands, and the logic output is collected as light intensities at
the T port and the D port of Ring3. An optical signal which is resonant
either at zero bias or at an applied bias is continuously launched
through the input port of Ring1 and the add port of Ring2, depending
whether an OR/AND or a NAND/NOR function is needed. The bias
applied to Ring3 controls the ports through which OR/AND and
NAND/NOR functions are obtained. If the bias applied to Ring3 is
same as that applied to Ring1, then, depending on whether the
launched optical signal is resonant at zero bias or non‐zero bias, an
OR or a NAND gate is realized at the T port of Ring3, while the D port
of Ring3 realizes the AND or NOR gate, respectively. If the bias applied
on Ring3 is same as that applied to Ring2, then an OR or a NAND gate
is realized at the D port of Ring3, while the T port of Ring3 realizes an
AND or a NOR gate, respectively.

The operation of the device as a logic gate is subsequently
described. Here, we considered that the applied bias on Ring3 is the
same as that on Ring1. Also consider that λ ¼ λ0R is the wavelength
s in IOT and Its Application (RTIA-18) 
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which satisfies resonance condition with zero bias being applied to the 
rings, while λ ¼ λ1R satisfies the resonance condition when the rings 
are biased with a non‐zero voltage.

Case 1: (Input1 = 0, Input2 = 0, λ ¼ λ0R): A zero bias applied to 
Ring1 and Ring2 results in resonance conditions at Ring1, Ring2 and 
Ring3 for optical signals of wavelength λ0R launched into the input 
port of MRR1 and the add port of MRR2. This scenario results in 
low optical intensities (logic 0) at the T port and the D port of Ring3, 
as no input optical signals enter into the ports of Ring3.

(Input1 = 0, Input2 = 0, λ ¼ λ1R): A zero bias applied to Ring1 and 
Ring2 results in non‐resonance conditions at Ring1, Ring2 and Ring3 
for optical signal of wavelength λ1R launched into the input port of 
MRR1 and the add port of MRR2. This scenario results in high optical 
intensities (logic 1) at the T port and the D port of Ring3.

Case 2: (Input1 = 0, Input2 = 1, λ ¼ λ0R): When the optical signals 
of wavelength λ0R are launched at the input port of Ring1 and the add 
port of Ring2, a non‐zero bias applied to Ring2 (i.e., MRR2 becomes 
out of resonance, thus bypassing Ring2) yields a high‐intensity optical 
signal at the drop port of Ring2. The drop port of Ring2 is connected to 
the add port of Ring3, and thus, the optical signal launched into the 
add port of Ring2 couples into Ring3 (Ring3 is at resonance as no bias 
is applied onto it) and appears at the T port of Ring3, resulting in a 
high‐intensity optical signal (logic 1) at the T port and a low‐
intensity optical signal (logic 0) at the D port of Ring3 (as the T port 
intensity of MRR1 is low).

(Input1 = 0, Input2 = 1, λ ¼ λ1R): When optical signals of wave-
length λ1R launched at the input port of Ring1 and the add port of 
Ring2, a non‐zero bias applied on Ring2 (i.e., MRR2 becomes resonant, 
thus couples to Ring2) yields a high‐intensity optical signal at the T 
port of Ring2. A zero bias applied to Ring1 makes MRR1 out of reso-
nance, yielding a high‐intensity optical signal at the T port of MRR1. 
Since the T port of MRR1 is connected to the input port of Ring3, as 
Ring3 is driven with the same bias as Ring1, MRR3 becomes out of res-
onance, and this results in a high‐intensity optical signal (logic 1) at 
the T port of MRR3 and a low‐intensity optical signal (logic 0) at the 
D port of MRR3.

Case3: (Input1 = 1, Input2 = 0, λ ¼ λ0R): A non‐zero bias applied 
to Ring1 (i.e., MRR1 becomes out of resonant, thus bypasses Ring1) 
yields a high‐intensity optical signal at the T port of Ring1. Since the 
T port of Ring1 is connected to the input port of Ring3, the optical sig-
nal launched into the input port of Ring1 bypasses Ring3 (Ring3 is out 
of resonance, as a non zero bias is applied onto it) and appears at the T 
port of Ring3, resulting in a high‐intensity optical signal (logic 1) at 
the T port and a low‐intensity optical signal (logic 0) at the D port 
of Ring3 (since the optical signal intensity at the D port of MRR2 is 
low and at the T port is high).

(Input1 = 1, Input2 = 0, λ ¼ λ1R): A non‐zero bias applied to 
Ring1, at which MRR1 becomes resonant, yields a high‐intensity opti-
cal signal at the D port of Ring1. A zero bias applied to Ring2 drives 
MRR2 out of resonance and thus, a high‐intensity optical signal 
appears at the D port of MRR2 and the intensity of optical signal at 
T port of MRR2 becomes low. As the D port of MRR2 is connected 
to the add port of Ring3, when both Ring3 and Ring1 share the same 
bias, MRR3 is driven into resonance, yielding a high‐intensity optical 
signal (logic 1) at the T port and a low‐intensity signal (logic 0) at 
the D port of MRR3.

Case 4: (Input1 = 1, Input2 = 1, λ ¼ λ0R): A non‐zero bias applied 
to both Ring1 and Ring2 results in non‐resonance conditions for MRR1 
and MRR2, and hence, zero bias resonant‐wavelength signals launched 
at the input port of Ring1 and the add port of Ring2 bypass Rings 1, 2 
and 3, yielding high‐intensity optical signal (logic 1) at both the T port 
and the D port of Ring3.

(Input1 = 1, Input2 = 1, λ ¼ λ1R): A non‐zero bias applied to both 
Ring1 and Ring2 drive them into resonance, and hence, non‐zero bias 
resonant‐wavelength signals launched to the input port of MRR1 and 
the add port of MRR2 couple into Rings 1 and 2, and appear at the
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D port of MRR1 and the T port of MRR2, resulting in low‐intensity
optical signals (logic 0) at both the T port and the D port of MRR3.

The above‐described operations of the proposed triple parallel MRR
based logic gate configuration demonstrate its ability to realize OR and
AND gate at T port and D port for a zero bias resonant wavelength λ0R
or NAND and NOR gate at T port and D port for a non‐zero bias reso-
nant wavelength λ1R, respectively.
3. Results and discussions

Based on the principle of the proposed triple parallel MRR config-
uration for operation as OR/AND and NAND/NOR logic gates, shown
in Fig. 2 and as discussed in the previous section, the logical outputs
are collected at the T port and D port of MRR3, while the input
continuous‐wave resonant (at zero or non‐zero bias) wavelength sig-
nals are launched at input port of MRR1 and add port of MRR2. The
average carrier density injected into the i‐GaAs region during forward
biasing is calculated by solving the electron and hole transport equa-
tions (Piprek, 2003). The induced carrier density leads to resonant
wavelength shift (due to a change in the refractive index), which
results in changes in the intensities of the optical signals at the output
ports. The light intensity change at the D and T port is decided by the
change in the refractive index which in turn depends on the applied
bias and therefore on injected carrier density in the intrinsic region
of the p‐i‐n diode. The available carrier density is also decided by
the carrier life time and the active volume availabe for the carriers
to recombine. A smaller life time leads to smaller carrier concentration
as the rate at which carriers recombine would be fast. Similarly, a lar-
ger active volume would also result in smaller carrier concentration as
the carrier recombination would be large (Piprek, 2003). The coupling
coefficient variation affects the output port intensities (Yariv, 2000) in
the proposed MRR logic gate configurations and the optimum coupling
coefficient to attain maximum CRs at output ports depends upon the
refractive index change in the rings resulting from the applied bias.
The optimization of the proposed logic gate configuration is therefore
achieved by optimizing the width (w) of the i‐GaAs region, the applied
bias, the lifetime of carriers in the i‐GaAs region and the coupling coef-
ficients of the ring‐bus waveguides for maximizing contrast ratio and
optical field confinement in the light carrying core region of the pro-
posed logic‐gate configuration. As confinement increases, the cladding
losses decreases and leads to appearance of higher fraction of intensi-
ties at the output ports. Thus helps to achieve better contrast ratio
between the output port intensities representing the logic 0 and logic
1 conditions in MRR logic gate.

The absorption and refractive index change are estimated by con-
sidering the contribution of the BF, BGS and FCA effects (Eqs. (1)
and (2)) as described in Section 2.1. Increasing the width of the i‐
GaAs region enables better optical signal confinement, however, the
average carrier concentration injected into the core region during for-
ward biasing gets reduced, due to the increase in electron–hole recom-
bination rate. Note that, increasing the applied bias increases the
average concentration in the core region, however, also increases the
current and therefore the power dissipation. A larger bias also results
in reduced optical signal confinement in the intrinsic GaAs region,
since the refractive index difference between i‐GaAs core and AlGaAs
cladding reduces. All these effects constrains the range of the applied
bias to 1.4 V‐3.0 V and intrinsic region width of 0.4–0.5 μm.

The microrings in the proposed configuration are assumed to be
identical of radius 5 μm. The launched resonant wavelength at zero
bias is selected to be 1559.7 nm, a wavelength that falls in the window
where the fiber attenuation is minimal. The dependency of na on the
width of the intrinsic region, the carrier lifetime and the applied bias
is depicted in Fig. 3, and the corresponding Δn and Δα is calculated by
referring Eqs. (1) and (2). It is obvious from Fig. 3 that the average car-
rier concentration increases with increasing both the bias voltage and
s in IOT and Its Application (RTIA-18) 
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Fig. 3. Average carrier concentration and optical confinement factor versus the applied bias voltage for different intrinsic-region width (w) and carrier lifetimes
(τ) in the i-GaAs region.
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the carrier lifetime, whereas increasing the width of intrinsic region
reduces the carrier concentration. An increase in lifetime results in
higher na (leading to higher refractive index change) with respect to
increase in voltage, however, this may not be always favorable for
attaining higher CR at the output ports, because a higher refractive
index change could now cause the signal to be resonant at both zero
and non‐zero biased condition. In addition, the optical confinement
increases when the intrinsic region width increases, however, it
decreases with increasing the applied bias. This is because, at higher
bias, a larger average carrier density is present in the core region,
which greatly reduces the refractive index of the core, thereby reduc-
ing the refractive index difference between the core and the cladding,
and thereby reducing the optical mode confinement. Fig. 4 shows
ΔαBFþBGS and Δntotal versus wavelength for an intrinsic region width
of 0.4 μm and τ =300 ps and different bias voltages applied to the ring
configuration. The change in absorption and refractive index increases
with increasing the applied bias voltage. FCA typically contributes to
the change in refractive index at higher wavelengths. As shown in
Fig. 4(b), at 1559.7 nm, a refractive index change of 0.0266 is attained
when the bias changes from 1.4 V to 3.0 V.

The modified output intensities at the MRR output ports can be
obtained by substituting Δn in the transfer functions of proposed
MRR logic gate configuration (Eq. (4)). The bias voltage applied to
Ring3 is assumed to be the same bias applied on Ring1. Fig. 5(a)
and (b) show the normalized output optical intensity at the T port
and D port of MRR3, versus wavelength at different bias voltages
applied to MRRs 1 and 2, when the proposed configuration is operated
as an OR/NAND gate and AND/NOR gate, respectively. As shown in
Fig. 5(a), for λ=1559.7 nm and κ = 0.55, a high output optical signal
intensity (logic 1) is obtained at the T port of MRR3, when either
Ring1 or Ring2 are biased, leading to OR gate realization. For
λ = 1549.6 nm and κ = 0.55, a low output optical signal intensity
Fig. 4. (a) BF and BGS effect based absorption change spectrum for a w = 0.4 μ

(ΔnBFþBGSþFCA) as a function of wavelength for a w = 0.4 μm and τ = 300 ps at d
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(logic 0) is obtained at the T port of MRR3, only when both Ring1
and Ring2 are biased at 2.6 V, leading to NAND gate realization. Refer-
ring to Fig. 5(b), for λ = 1559.7 nm and κ = 0.55, the D port of MRR3
collects a high‐intensity optical signal only when both rings are biased,
thus realizing an AND gate. For λ = 1549.6 nm and κ = 0.55, the D
port of MRR3 collects a high‐intensity optical signal only when both
the rings are not biased at 2.6 V, thus realizing a NOR gate. The truth
table for the proposed carrier injection based OR/AND triple MRR
logic gate configuration is depicted in Table 1 which demonstrates
the OR and AND logic operations. The threshold value is chosen as
0.3 times the input light intensity. Hence, if output intensity is above
0.3 times the input intensity it will be considered as logic 1, otherwise
it is considered as logic 0.

CR is defined as the intensity difference between the high and low
states in the gate. Therefore, CR1, CR2 and CR3 for the OR gate are the
intensity difference between the outputs for (Input1, Input2) = (1, 1)
and (Input1, Input2) = (0, 0), (Input1, Input2) = (1, 1) and (Input1,
Input2) = (0, 1), (Input1, Input2) = (1, 1) and (Input1, Input2) = (1,
0), respectively. Note that the coupling coefficient between the ring
and bus waveguides needs to be optimized in order to obtain a high
CR for given intrinsic region width, applied bias voltage and relaxation
time. Fig. 6(a)–(d) show the normalized output optical intensities at
the T port (OR gate) of MRR3 versus the coupling coefficient for differ-
ent CR values and for a launched wavelength of 1559.7 nm,
τ = 300 ps, w = 0.4μm for different logic 1 bias conditions of
V = 1.4 V, 1.8 V, 2.2 V and 2.6 V, respectively. see Table 2.

As shown in Fig. 6, the optimum coupling coefficient required to
maximize the CRs for the OR gate at the T port depends on the applied
bias voltage (representing logic 1 condition). The maximum CR
attained for the OR gate is at an applied bias voltage of 2.6 V when
κ = 0.586. Fig. 7(a)–(d) show the normalized output optical signal
intensities at the D port (AND gate) of MRR3 versus coupling coeffi-
m and τ = 300 ps at different appied bias. (b) Total refractive index change
ifferent appied bias.
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Fig. 5. (a) Normalized T port intensity spectrum with OR gate realized at 1559.7 nm (vertical pink dashed line) and NAND gate realized at 1549.6 nm (vertical
blue dot dashed line). (b) Normalized D port intensity spectrum with AND gate realized at 1559.7 nm (vertical pink dashed line) and NOR gate realized at
1549.6 nm (vertical blue dot dashed line). Logic 1 operand is represented as 2.6 V on the p-i-n structured MRR while 0 V represents logic 0 operand condition.

Table 1
Truth table for OR and AND gate at applied bias as 0 V and 2.6 V and κ = 0.55,
λ = 1559.7 nm, w = 0.4 μm and τ = 300 ps. The value in the square brackets
represent the optical power at the respective ports.

Input1 (Ring1) Input2 (Ring2) OR (T port) AND (D port)

0 (0 V) 0 (0 V) 0 [0.0025] 0 [0.0025]
0 (0 V) 1 (2.6 V) 1 [0.8631] 0 [0.0052]
1 (2.6 V) 0 (0 V) 1 [0.9292] 0 [0.0339]
1 (2.6 V) 1 (2.6 V) 1 [0.9603] 1 [0.9603]
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cient for different CR values and for a launched wavelength of
1559.7 nm, τ = 300 ps, w = 0.4μm, for different logic 1 bias condi-
tions of V = 1.4 V, 1.8 V, 2.2 V and 2.6 V, respectively. As shown
in Fig. 7, the optimum coupling coefficient required to maximize the
CRs for the AND gate at the D port depends on the applied bias voltage
(representing logic 1 condition). For an applied bias voltage of 2.6 V
when κ = 0.431, a maximum CR is attained for AND gate for an intrin-
sic width of 0.4 μm and operating wavelength as λR = 1559.7 nm. The
maximum CRs (CR1, CR2 and CR3) attained at an applied bias of 1.4 V
is less compared to the maximum CRs obtained at an applied bias of
Fig. 6. T port CR dependency on coupling coefficient of triple CI MRR based OR g
2.2 V (d) 2.6 V as input logic 1 condition and operating wavelength λR = 1559.7
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2.6 V with the optimized coupling coefficient values. Typically, the
optimum κ for maximizing the CR depends on applied bias voltage,
intrinsic region width and carrier recombination lifetime. It is note-
worthy that the CR attained at the optimum coupling coefficient
increases with the applied bias voltage. From Figs. 6 and 7, it is inter-
esting to note that for the designed logic OR and AND gate configura-
tions, the tolerance of the output intensity to the variation in κ
increases as the applied bias increases. The intensity‐versus‐κ curves
at higher bias voltages has almost a constant value, enabling the selec-
tion of a single optimum coupling coefficient (instead of two different
optimum coupling coefficients) for both the OR and AND gate. The
“flat‐top” nature of intensity‐versus‐κ during higher applied bias
results from the large change in the refractive index due to which
the wavelength that would have been resonant with the ring under
applied bias shifts far away from the wavelength that was resonant
to the ring with no applied bias.

Imperfections that occur during the fabrication of MRR can cause
deviations in the gap between ring and bus waveguides, resulting in
significant difference in κ value obtained and κ value designed. This,
however, will not be a major issue in the proposed MRR OR/AND logic
gate configuration when operated at higher bias due to an almost con-
ate with Ring3 fed with Input1 with an applied bias of (a) 1.4 V (b) 1.8 V (c)
nm.
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Input1 (Ring1) Input2 (Ring2) NAND (T port) NOR (D port)

0 (0 V) 0 (0 V) 1 [0.9573] 1 [0.9825]
0 (0 V) 1 (2.6 V) 1 [0.9237] 0 [0.0217]
1 (2.6 V) 0 (0 V) 1 [0.8631] 0 [0.0168]
1 (2.6 V) 1 (2.6 V) 0 [0.0032] 0 [0.0078]

Table 2
Truth table for NAND and NOR gate at applied bias as 0 V and 2.6 V, κ = 0.55 
for NAND gate and κ = 0.44 for NOR gate, λ = 1549.6 nm, w = 0.4 μm and 
τ = 300 ps. The value in the square brackets represent the optical power at the 
respective ports.

Realization and Optimization of Optocal... A. Pradhan et al.
141
stant appreciable CRs attained over a wider range of κ values. Also, the
flat‐topped intensity‐versus‐κ curves at higher bias voltages facilitate
to design the MRRs at relatively smaller κ values instead of higher κ
values, as higher κ values demand for smaller gap between ring and
bus waveguides with advanced device fabrication process. This consid-
erably relaxes the fabrication complexity. However, the fabrication tol-
erance admissible at higher bias will be at the expense of higher power
dissipation, which should be minimized for logic gates.

The same triple parallel MRR logic gate configuration with CI mod-
ulation mechanism can also work as NAND and NOR gates using the T
port and D port of MRR3, when the launched wavelength satisfies res-
onance condition at an applied bias voltage for the MRRs. Each MRR
satisfies the resonance condition at an operating wavelength, λ =
1549.6 nm, with an applied bias of 2.6 V, leading to the realization
of NAND and NOR gates using the T port and D port (refer Fig. 5(a)
and (b)). Note that, a change in absorption of the rings through elec-
troabsorption mechanism can also result in a change in the refractive
index of the rings and can be used to realize logic gates using MRR
configurations. However, in realization of logic gates using electroab-
sorption (Fayza and Sooraj, 2020), it was observed that the
electroabsorption‐based modulation mechanism fails to realize
NAND/NOR gates using triple parallel MRR configuration. This is
because, at an applied bias, absorption of the rings increase due to
the reduction of the Q factor during the propagation of resonant wave-
length through the rings when a non‐zero bias voltage is applied to the
rings. On the other hand, usage of CI mechanism in triple parallel MRR
Fig. 7. D port CR dependency on coupling coefficient for triple CI MRR based AND
2.2 V (d) 2.6 V as logic 1 condition and operating wavelength λR = 1559.7 nm.
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configuration successfully overcomes this drawback and helps in real-
izing both OR and AND or NAND and NOR logic gates at the output
ports, thus making the proposed device more versatile. The coupling
dependency to yield maximum CR in NAND/NOR gate is similar to
the calculated optimum κ for the OR/AND gate configuration. The
truth table for the NAND/NOR gate for the launched wavelength
λ = 1549.6 nm and at their optimized coupling condition is shown
in Table 2 for an applied bias voltage of 2.6 V (logic 1 operand condi-
tion), and demonstrates the NAND and NOR logic operations.

We have proposed a novel triple parallel MRR configuration for
realizing OR and AND gate or NAND and NOR gate at the output ports.
In Kumar et al. (2014), the authors have reported XOR/XNOR and
AND gate which are realized using Mach‐Zehnder interferometer,
which is bulky in nature and hence not suitable for large scale integra-
tion. In Tian et al. (2011), the authors have reported AND/NAND and
OR/NOR logic gates realized using MRR, however the switching is
enabled using thermo‐optic effect. This switching mechanism faces
poor stability and reliability. Our proposed device on the other hand
relies on carrier injection based switching mechanism which requires
only a low operating voltage and making it more reliable, thermally
stable and consumes only lesser footprint. Furthermore, the proposed
triple parallel configuration provides better functionality as non‐
conjugate gates (OR and AND or NAND and NOR gates) are obtained
simultaneously in the MRR output ports instead of obtaining conjugate
gates (like AND and NAND gates, OR and NOR gates) simultaneously
at the output ports as in conventional configurations introduced in the
literature. CI based triple parallel MRR logic gate realizes NAND and
NOR gate at the output port, which is not possible to realize in elec-
troabsorption based triple parallel MRR (Fayza and Sooraj, 2020)
due to higher absorption effect as the operating wavelength is needed
to be selected near bandgap edge of the core material.
4. Conclusion

A novel logic gate configuration based on the use of triple parallel
MRRs in conjunction with carrier injection is proposed. Results shows
gate with Ring3 fed with Input1 with an applied bias of (a) 1.4 V (b) 1.8 V (c)
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output waveguide arms. IEEE Photon. Technol. Lett. 16, 1038 1040.

that by using the bias voltage applied to MRRs as the operands and the 
output intensities at the T port and D port as the logic gate outputs, the 
proposed logic gate configuration simultaneously realize OR and AND 
gate or NAND and NOR gate operations depending on the wavelength 
of the optical signal launched into the input port and add port of the 
logic gate configuration. The dependency of the contrast ratio of the 
logic gate outputs on the applied bias voltage, relaxation time, intrinsic 
region thickness and coupling coefficient between the ring and bus 
waveguide have been simulated, and the results have shown that, by 
increasing the bias voltage, a higher fabrication tolerance (high con-
trast ratio obtained over a wider value range of coupling coefficient) 
is achieved. The fabrication tolerance attained at higher applied bias 
enables the selection of a single optimum coupling coefficient (instead 
of two different optimum coupling coefficients) to simultaneously real-
ize both the OR and AND gates or NAND and NOR gates.
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We consider a dual core polyethyelene microstructured fiber with teflon and air inclusions in the core region
for achieving compact and efficient polarization splitting at THz frequencies. The teflon inclusions form slit‐like
structure that helps in shifting the degeneracy point to lower frequencies. The y‐polarized light couples from
one core to the other within a very small device length of a few cm. Modal fields, effective indices, device
length, extinction ratio and different losses have been calculated, which provide a handle to reduce the polar-
ization splitting length at frequencies below and above ~ 0.7THz. Extinction ratios are found to be significantly
high in a broad frequency range, e.g. a value of ~ 70 dB for x‐polarization and ~ 45 dB for the y‐polarization
with about 2.1 cm device length at 1 THz. This device length is more than 30 times shorter than previously
reported values. However, it attains a maximum device length of 21.6 cm at ~ 0.7 THz, which is also shorter
than the corresponding earlier reported value.
1. Introduction

Polarization splitting with short device length is desirable at tera-
hertz (THz) frequencies. There are various areas in THz science and
technology, e.g., communication, sensing, security, imaging, spec-
troscopy, medical diagnosis, etc. (Koch et al., 2014; Hidayat et al.,
2008; Burrow et al., 2017; Morris et al., 2012), which demand efficient
polarization splitting devices of compact size. Traditionally, photonic
crystals have been the choice of the researchers in the field of design
and development of polarization splitters due to the flexibility in the
design aspect of theirs (Sesay et al., 2013; Park et al., 2010). However,
it must also be noted that all those devices have a limitation in terms of
the operational bandwidth (Zhong and Sheng, 2015; Mo and Li, 2016)
for reliable polarization splitting and extensive research work has been
done for improving upon that. As such, efficient polarization splitters
have been demonstrated out of photonic crystal fibers (PCFs) which
offer a flexibility to achieve desired mode propagation characteristics
by design engineering and optimization of dispersion, effective beam
area, etc. However, most of them have been studied at the visible
and infrared frequencies. By choosing appropriate materials, the above
concepts can also be passed over to devices suitable at THz
frequencies.

Dual and triple core PCFs have been suggested in the literature for
achieving efficient polarization splitting by spatial separation at
specific frequencies from visible to mid infrared (MIR), where, during
propagation within the splitting length, there is not much change in
the beam shapes. In the dual core configuration, either one polariza-
tion couples between them or coupling for both the polarizations
can take place but to have different coupling lengths for the two
orthogonal polarizations (Jiang et al., 2014). On the other hand, in
case of triple core PCFs, two cores can be kept nearly same for their
configuration and material while the third core has different coupling
lengths for the two orthogonal polarizations (Saitoh et al., 2004). Gold
filled dual core PCFs were suggested for compact and ultra‐broadband
polarization splitting at optical frequencies (Khaleque and Hattori,
2015). Again, in the optical range, pure silica based PCFs were found
suitable. These contain dual cores made of elliptical air holes and a
glycerol filled central air hole between them (Wang et al., 2018). Tri-
ple core PCFs combining a bimetal coating and liquid filling also per-
form well in the optical range (Liu et al., 2019). However, the
complicated structure and large number of materials involved in the
later make the whole system quite complicated. BK7 glass based dual
core PCF containing hexagonal pattern of liquid crystal filled regions
around one core, was shown as a polarization splitter at 1.3 μm wave-
length (Younis et al., 2018). However, the limited flexibility of the liq-
uid crystals can allow only an extremely narrow bandwidth of just a
few nm. At the MIR, polarization splitters were designed out of silicon
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Fig. 1. (a) Transverse cross-sectional view of the polyethylene based dual core
microstructured fiber (Fiber-AB). The cores have been identified as A and B.
Magnified views of (b) the core A, and (c) the core B regions of the fiber
containing air and teflon inclusions. Different pitch values (Λ) and diameters
(d) of the teflon and air columns are indicated. All remaining pitches in x-
direction are same, i.e., Λ1 = 60 µm.

based dual core PCFs (Qu et al., 2020) providing a large bandwidth 

Compact and Efficient Polarization... M. Das et al.144
(~1μm) for operation.
For THz waves, polymer based dual core microstructured fibers 

have been studied in the literature for achieving polarization splitting. 
For example, in an elliptically shaped dual core fiber, the TE and TM 
modes get separated out due to a difference in the corresponding 
frequency‐dependent coupling lengths in the two cores (Chen et al., 
2016). The main limitations in this proposal were due to the long 
device length and low‐value of extinction ratios at all the THz frequen-
cies considered. Also, ellipticity in the cores cannot be maintained 
along the full length of the fiber required for efficient polarization 
splitting. In another study, using air holes, which form nearly orthog-
onal patterns in the two cores of an index guided photonic crystal fiber 
(IGPCF), efficient polarization splitting was achieved in ~ 0.4 0.65THz

–

window (Li et al., 2013). However, in this case the device length 
increases exponentially from < 2 cm at 0.4 THz to greater than 20 cm 
at 0.65THz, thereby, limiting its potential use at the com-monly used 
frequencies near 1THz. Recently, we have proposed a polyethylene 
based dual core refractive index gradient IGPCF by which efficient 
polarization splitting is possible with device length of < 60 cm at 1THz 
(Kumar et al., 2020). Still, polarization splitting length of just a few cm 
is desirable in a broad range of frequencies around 1THz.

In the current study, we have considered polyethylene based IGPCF 
containing specifically arranged air columns in the clad region and a 
dual core of air and teflon inclusions at the center. With proper gradi-
ent arrangement of the air and teflon inclusions and their dimensions 
in the dual core region of such a IGPCF, we show that a short device 
length of just 2.1 cm can be obtained for efficient polarization splitting 
operation at 1THz. We have checked the viability of operation at wide 
range of frequencies. It is found that in the 0.4‐1THz range, the polar-
ization splitting length varies from ~ 2 to  ~ 21 cm. The device length is 
maximum at ~ 0.65THz but quickly reduces on either side of this fre-
quency. Consequently, splitting is found to be better with a short 
device length at both the high and low frequencies, thereby making it 
highly suitable for commonly used THz sources at ~ 1THz. Also, the 
polarization splitter has a high extinction ratio in the whole fre-quency 
range of ~ 0.4‐1THz band.
2. Fiber structure and numerical analysis

Polyethylene is highly suitable for device fabrication for THz fre-
quencies (Piesiewicz et al., 2007). The actual fabrication of the poly-
mer based microstructured fibers can be carried out using the
popular methods such as stack and draw method, sol–gel method,
etc. (Pysz et al., 2016; Chow et al., 2012; Islam et al., 2020). Fig. 1
(a) shows cross‐sectional view (xy‐plane) in the clad and the dual core
regions of the polyethylene based IGPCF considered in our current the-
oretical study. The design consists of air columns arranged in a hexag-
onal ring structure in the clad region, and rectangular arrays of air and
teflon inclusions in the two cores. In the clad, pitch Λ = 400 µm and
the air hole diameter d = 340 µm have been used. In the dual core
region, a rather interesting arrangement of the air and teflon inclu-
sions has been used and that differs in the two cores also (see Fig. 1
(b) and 1(c)). The dimensions in μm along the reference x‐ and y‐
directions have been indicated in the figure. In the two cores, the
pitches are Λ1 = 60 µm, Λ2 = 70 µm, Λ3 = 80 µm and diameter of
air holes is dc = 40 µm. These values of structural parameters in the
two cores and their configurations with air and teflon inclusions are
such that effective indices (neff) of y‐polarized modes in the two cores
become nearly same in an extended frequency range. Arrangement of
teflon inclusions in the two cores form slit‐like pattern. Below, we have
discussed results for three cases: Fiber‐A, i.e., the fiber containing only
core A at its usual position while an air hole at the position of core B,
Fiber‐B, i.e., the fiber containing only core B at its usual position while
International Conference on Recent Trend
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an air hole at the position of core A, and third one (Fiber‐AB) where
both the cores A and B are present.

The two core structures have been configured in such a way that a
large difference between the neff values of x‐polarized modes in the
two single core fibers, i.e., Fiber‐A and Fiber‐B, is achieved. The corre-
sponding difference for the y‐polarized modes in the two individual
fibers should be minimum to ensure good coupling along the length
of the fibers (Piesiewicz et al., 2007). Proper arrangement of air holes
and high‐index teflon rods in the two cores provides high gradient in
the effective index. The slit‐like patterns formed by the teflon rods are
orthogonal in the two cores, where, different spacing between any two
arrays of teflon rods is dictated by different pitch values as indicated in
Fig. 1. The slit‐like patterns of teflon rods in the two cores and the
arrangement of air holes (Fig. 1) provide a handle for shifting the fre-
quency at which neff curves of the y‐polarized modes in Fiber‐A and
Fiber‐B intersect with each other. With proper positioning of the teflon
rods, the crossing frequency is pushed below 0.65THz, while differ-
ence between neff values for the y‐polarized modes in the Fiber‐AB is
increased at higher frequencies leading to a shorter polarization split-
ting length. It is to be noticed that two innermost teflon rods in the
core A are missing in the last row, the impact of which, will be a slight
decrease in splitting length at higher frequencies than what can be
achieved when they are included. Actually the splitting length vs. fre-
quency curve in the high frequency region gets bifurcated from it
being little higher when these two rods are present.

Full vector beam propagation method (Pedrola, 2016) was used to
calculate the frequency‐dependent neff values. Briefly, the method
involves generating equations via tridiagonal matrices from the vector
Helmholtz equations, which are then used to find modal fields at each
step (x, y, z) during the propagation along the length (z‐direction) in a
s in IOT and Its Application (RTIA-18) 
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continuous manner. For each propagation step at (x, y, z), the block 
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size was taken to be 4 µm× 4  µm×  5  µm. Transparent boundary 
con-dition at the interface was applied to suppress reflections at the 
inter-faces. While calculating the modal profiles and the refractive 
indices, a tolerance of 10‐7 in neff was considered. The propagation loss 
for the fundamental mode was ~ 3.5 dB/m at 1THz. We may point out 
that the propagation loss for next four higher order modes was ~ 20 
dB/m, which is significantly high. Hence, they are not included in our 
analysis. BEAMPROP and FEMSIM modules in the commercially avail-
able software, RSOFT, were used for determining the modal fields and 
the effective indices for different polarizations in the entire frequency 
spectrum of ~ 0.4‐1THz. These results were further used in MATLAB to 
perform calculations for achieving the spectral splitting length, extinc-
tion ratios, and losses due to propagation and bending. For validation 
of the results, the finite element method was also applied for the design 
of the structure. Here, we decompose the entire structure into a 
number of meshes, on the nodes of which, we consider values of the 
electric field. Using these values of the electric field and order of the 
mesh, we get the values of the electric field for one element by 
interpolation. Subsequently, the vector Maxwell equation is applied in 
this interpolation function to form elemental equation. Combining all 
the equations from each element and applying boundary condition, the 
global system of equations is formed. By solving this system of 
equations, we were able to find the modal field profiles, from which the 
values of the effective indices are obtained with the help of stan-dard 
algorithms (Rahman, 2013). A number of structure iterations were 
applied so as to achieve the desired output characteristics. The values 
of the effective indices were very close to each other in the two 
methods mentioned above.
Fig. 2. Effective indices, neff for the x- and y-polarizations of (a) Fiber-A and
Fiber-B, and (b) the dual core fiber, Fiber-AB. Inset in (a) is the magnified view
around the crossing frequency at ~ 0.65 THz. Inset in (b) is the magnified view
to clearly see the difference among the curves in the frequency.
3. Results and discussion

The frequency dependence of neff for the x‐polarized and y‐
polarized modes of Fiber‐A and Fiber‐B, termed as x(A), y(A) and x
(B), y(B), respectively, have been presented in Fig. 2(a) for a large fre-
quency range (0.4‐1THz). Due to large difference between neff values
of x(A) and x(B), the coupling between them is completely avoided
in the entire frequency window. However, the difference in neff values
for the y(A) and y(B) modes is comparatively much smaller, hence,
coupling between them is possible. In fact, the neff curves for these
two modes cross at a frequency of ~ 0.65 THz, the degenerate point.
The crossing frequency has shifted to a lower value that what was
reported earlier for a similar microstructured polyethylene fiber but
without the teflon inclusions and the slit‐like pattern in their arrange-
ment in the cores (Kumar et al., 2020). The dual core IGPCF (Fig. 1(a)),
i.e., Fiber‐AB, will have two fundamental modes for the x‐ and y‐
polarizations. Correspondingly, they have been named as x‐First, y‐
First and x‐Second, y‐Second in Fig. 2(b), where we have shown their
neff vs frequency behavior. Clearly, the x‐First and x‐Second modes are
quite apart from each other in the entire frequency window, while, the
y‐First and y‐Second modes have their neff very close to each other
around the frequency of ~ 0.68 THz. This has been highlighted in
the inset of Fig. 2(b). This allows effective power coupling between
y‐First and y‐Second.

The x‐ and y‐polarized modal electric field distributions in Fiber‐
AB, as calculated using the full vector beam propagation method,
are shown in Fig. 3. These distributions have been drawn at three rep-
resentative frequencies around the degenerate point, i.e., at 0.6THz in
Fig. 3(a), 0.7THz in Fig. 3(b) and 0.8THz in Fig. 3(c). The correspond-
ing values of the effective indices at those frequencies have also been
indicated in the figure. The figure clearly indicates that the modal field
confinement is more for higher frequencies. Each x‐polarized mode is
confined in one or the other core as expected from their effective
indices being very different from each other. On the other hand, due
to proximity of the effective indices, the y‐polarized modes are con-
International Conference on Recent Trend
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fined in both the cores of Fiber‐AB. As we come close to minimum dif-
ference frequency (~0.68THz), modal profiles for y‐polarization look
same (Fig. 3(b)).

It is important to mention that the teflon inclusions in the two cores
have not perturbed the orthogonality of x‐ and y‐polarized modes. For
determining the coupling and hence overlapping of the modes, input
power at both the x‐ and y‐polarizations is injected at core A of the
Fiber‐AB. The phase matching between the two individual core modes,
i.e., Fiber‐A and Fiber‐B, and the overlap between the input powers
with these modes in Fiber‐AB (Fig. 3) describe the distribution of
power for two polarizations in two cores. For input power in x‐
polarization at core A, power propagates to the output via x‐Second
mode without much coupling due to higher overlap in x‐Second mode.
This weak coupling for x‐polarization is due to the phase mismatch
between the two individual core modes. On the other hand, for input
power in y‐polarization at core A, power flows through both y‐First
and y‐Second modes due to phase matching between y‐polarized
modes of the two cores in Fiber‐AB.

Due to the special configuration in the cores of the polyethylene
based dual core IGPCF in our study here (Fiber‐AB), it acts like a y‐
polarization coupler and simultaneously as an x‐ and y‐polarization
s in IOT and Its Application (RTIA-18) 
gineering, AIET Bhubaneswar. 22 Nov. - 24 Nov 2018



Fig. 3. First and second modal electric field distributions in the dual core microstructured fiber (Fiber-AB) for the x- and y-polarizations at a frequency of (a) 0.6
THz, (b) 0.7 THz, and (c) 0.8 THz. The color bar represents the variation in the electric field strength.

Fig. 4. Spectral variation of the polarization splitting device length (Ls) (solid
curve). The superimposed dashed curve (bifurcated at higher frequencies) is
for the structure when two innermost air holes in the last row of core A (see
Fig. 1) are replaced with teflon rods. Inset: A comparison between the current
results and those from Refs. (Li et al., 2013; Kumar et al., 2020).
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splitter. Coupling of power between core A and core B for the y‐
polarized modes of Fiber‐AB takes place at the splitting length Ls (also
known as coupling length, Lc in the literature) that is given by the
relation,

Ls ¼ λ

2ðn1 � n2Þ ð1Þ

Here, λ is the wavelength; n1 and n2 represent the neff values of the
y‐First and y‐Second modes, respectively of the Fiber‐AB. The behavior
of neff in Fig. 2(b) ensured by the slit‐like pattern of the teflon inclu-
sions in the dual core configuration, the polarization splitting length
for Fiber‐AB gets reduced at frequencies above 0.68 THz as shown in
Fig. 4. This is contrary to the observation of an increasing trend in
the splitting length vs. frequency (see inset of Fig. 4) that was made
earlier for a simple dual core configuration of IGPCF without having
rod inclusions of high refractive index material (Kumar et al., 2020).
Below 0.68 THz, the increasing trend in Ls with the frequency is due
to tighter mode confinement at increasing frequencies in the individ-
ual cores. Hence, the poor coupling demands higher value of Ls for
complete power transfer. Furthermore, above the minimum difference
frequency of 0.68THz, the difference in neff for the y‐polarized modes
of Fiber‐AB keeps increasing with the frequency. Therefore, at frequen-
cies above 0.68THz, the splitting length in Fiber‐AB decreases with the
increasing frequency per the Eq. (1). For a comparison, the results for
Ls for similar dual core IGPCFs considered in Refs. (Li et al., 2013;
Kumar et al., 2020), have been drawn in the inset of Fig. 4. Clearly,
in comparison to the previous reports, the design of Fiber‐AB provides
a much smaller device length for efficient polarization splitting in the
entire frequency range considered. For example, at the frequency of
0.85THz, which is the maximum frequency of operation in Ref.
(Kumar et al., 2020), our device length is more than 6 times smaller
than the prior. Similarly, at 1 THz, we achieve a device length of just
International Conference on Recent Trend
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2.1 cm, which is about 30 times smaller than previously reported value
(Li et al., 2013). This was possible due a control achieved by the inclu-
sion of teflon rods in the two cores of our design. The inclusion of two
s in IOT and Its Application (RTIA-18) 
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ER x ¼ 10� log10
PoutðyðAÞÞ
PoutðxðAÞÞ ð2Þ

ER y ¼ 10� log10
PoutðxðBÞÞ
PoutðyðBÞÞ ð3Þ

Here, Pout(i(J)) is the output power at the Jth core of Fiber‐AB (ei-
ther A or B in Fig. 1) for the ith polarized mode (i is either x‐ or y‐
polarization). The extinction ratios of a polarization splitting device
are sensitive to and should be checked with the deviation in the split-
ting length. The spectral variation of the extinction ratios for x‐
polarization is illustrated in Fig. 5(a) at different percentage deviation
(ΔL) in the device length. We find that for 1% deviation in the splitting

nnermost air holes instead of teflon rods in the last row in core A (Fig. 
(a)) provides a further reduction in the device length at the high 
requencies. With and without those teflon rods, there is a small differ-
nce in the corresponding neff values of y‐polarized modes of Fiber‐AB. 
his difference in the Ls in the two cases is shown by the bifurcated 
urve in Fig. 4 at frequencies between 0.8THz and 1THz.
The other important characteristic of the polarization splitters is 

xtinction ratio (ER) between the leaked power of the unwanted polar-
zed mode and the power in the desired polarized mode. For Fiber‐AB, 
e define the extinction ratios for x‐ and y‐polarized modes as ER_x 
nd ER_y, respectively. They are given by the following relations,
Fig. 5. Spectral variation of the extinction ratios for (a) x-polarization and (b)
y-polarization at different percentage deviation (ΔL) in the device length.
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length, ER_x is very high of ~ 70 dB, but gets reduced to just 20 dB at
5% deviation in the splitting length. Therefore, ER_x is highly sensitive
to the device length in our case. This can be understood because of the
fact that due to coupling there will be oscillatory nature of y polarized
power in core A, which is sensitive to length. The spectral variation of
the extinction ratios for y‐polarization is illustrated in Fig. 5(b) at dif-
ferent percentage deviation (ΔL) in the device length. On the other
hand, ER_y is almost insensitive to the deviation in the splitting length.
This also can be understood from the fact that Pout(x(B)) remains very
small, which is also more dependent on frequency. The extinction
ratios for both splitted polarizations are very high at higher frequen-
cies around 1THz, compared to the previously reported structure in
Ref. (Kumar et al., 2020).

As usual, the confinement loss in Fiber‐AB decreases with the
increasing frequency as shown in Fig. 6(a). We have kept sufficient
number of air holes in the clad to control the confinement loss to
the minimum value. The spectral response of the total propagation loss
(including effective material loss and the confinement loss) is also
shown in Fig. 6(a). As desired, the total propagation loss in Fiber‐AB
is much lower than those in the previously reported dual core IGPCFs.
(Li et al., 2013). We may mention that for determining the total prop-
agation loss, imaginary part of the neff was used, which itself was cal-
culated using full vector beam propagation method after incorporating
Fig. 6. (a) Frequency dependence of the confinement loss and the total
propagation loss in the dual core polyethylene microstructured fiber (Fiber-
AB). (b) Bending loss in dB/m calculated with variation in bend radius at
various fixed THz frequencies.

s in IOT and Its Application (RTIA-18) 
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Fig. 7. Spectral variations of splitting length with ± 3% deviation in various
design parameters. Here, Δ represents deviation in parameters.
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the actual values of the extinction coefficients for all the materials
(Piesiewicz et al., 2007) in the design of the Fiber‐AB. Fig. 6(b) pre-
sents the bend loss characteristics of the Fiber‐AB determined at vari-
ous frequencies using the overlap vector integral method (Kumar et al.,
2020). It can be seen that the bend loss is significantly higher at lower
frequencies. However, this is not an issue as the splitting length is suf-
ficiently small at the low frequencies that bending of the fiber is not
required in practical applications.

The dimensional parameters of the proposed structure are in the
range of 0.1 mm, which can be easily achieved in recent fabrication
technologies (e.g., stacking method (Pysz et al., 2016; Chow et al.,
2012). However, in order to see fabrication tolerances of the proposed
structure, we have also studied changes in the performance character-
istics of the device by considering a typical change (±3%) in the var-
ious designed parameters (e.g., various pitches, core air hole diameter
(Λ1, Λ2, Λ3 and dc)). Some of these results are shown in Fig. 7. This fig-
ure clearly indicates that the performance characteristics of the device
remain almost same due to low splitting length.

4. Conclusion

We have proposed an efficient, very compact and low loss broad-
band THz polarization splitter based on dual core photonic crystal 
index guided fiber. The fiber consists of specially configured porous 
dual core structure with inclusion of teflon rods to form slit‐like pat-
tern. The structure is designed to achieve low device length at higher 
frequencies. From the proper engineering in the configuration of the 
dual core, it allows us to achieve a device length of ~ 2.1 cm at 
1THz, which, to our best knowledge, is the shortest one achieved in 
such structures. Moreover, we have achieved large extinction ratio, 
e.g. ~ 70 dB for x‐polarization and ~ 45 dB for y‐polarization at 1 
THz, which remains very high at high frequencies. The bend loss 
and the propagation loss are significantly small suggesting efficient 
performance of the proposed dual core PCF as a compact tool for polar-
ization splitting in THz photonics.
International Conference on Recent Trend
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The use of pulsed high‐power diode lasers (HPDLs) in the near infrared (NIR) range as multispectral sources has
attracted much interest in biomedical applications due to their relatively low cost and small size compared to
nanosecond Nd:YAG optical parametric oscillator (OPO) lasers. One of the main limitations of these sources is
the availability to combine different wavelengths with high power density in the same beam. Various works
have shown that the use of linear arrays of emitters as diode laser bars (DLBs) or stacked arrays of emitters
as diode laser stacks (DLSs) allows the combination of multiple wavelengths while maintaining high power
densities. Nevertheless, the highly asymmetric beam profile emitted by such laser sources between fast and
slow axes implies the need for suitable beam shaping for efficient fiber coupling. In this work, we investigate
a novel beam shaping technique to homogenize the beam quality of six DLBs in the wavelength range between
790 nm and 980 nm.
We consider fast‐axis collimating lenses (FAC) and beam twisters to reduce the beam asymmetry of the indi-

vidual bars. The beams from the DLBs are then combined into a single multispectral beam using reflective mir-
rors, dichroic mirrors, and a polarizing beam splitter cube (PBC), and effectively coupled into a 400 µm core‐
diameter/N.A. = 0.22 optical fiber using a pair of cylindrical lenses. Simulation shows high coupled power
densities with ~ 1.8 MW/cm2 at the output of the fiber. The coupling efficiency reaches 89.4%. The use of sub-
millimeter fiber optic probes is particularly promising for photoacoustic endoscopy (PAE) applications requir-
ing minimally invasive examination of internal organs.
1. Introduction

Non‐ionizing imaging techniques based on NIR radiation offer sev-
eral potential advantages over existing radiological techniques: they
provide radiation that is harmless to the patient; they assist the thera-
pist in discriminating between soft tissues because of their differential
absorption and scattering at NIR wavelengths that cannot be distin-
guished with other modalities; and they allow extraction of functional
information through absorption of natural chromophores. NIR imag-
ing research has focused on a variety of potential clinical applications
aimed at screening breast cancer and other early growth stage diseases
so that tumors can be distinguished from surrounding healthy tissue
before metastases form and treatment becomes more complicated.
Among the various biomedical applications, optical coherence tomog-
raphy (OCT) (Israelsen et al., 2019), diffuse optical imaging (DOI)
(Hoshi et al., 2016), photoacoustic imaging (PAI) and spectroscopy
(PAS) (Sun et al., 2020; Dumitras et al., 2020), and fluorescence life-
time imaging (Lian et al., 2019) stand out. In particular, photoacoustic
techniques are novel and promising biomedical imaging modalities
that have received considerable attention in recent decades due to
their ability to combine the high imaging contrast of optical imaging
and the high penetration depth of ultrasound imaging (Gao et al.,
2017; Attia et al., 2019; Yu et al., 2019; Zhou and Jokerst, 2020;
Hosseinaee et al., 2020). These technologies combine the advantages
of optical and ultrasonic techniques and find fertile ground in the
NIR range. In this regard, multi‐wavelength laser sources are necessary
for a functional PAS by acquiring differentiated image data over the
NIR spectrum. Numerous studies have experimentally investigated
laser‐excited photoacoustic tomography (PAT) to detect chromophores
in turbid tissues with different optical properties (Park et al., 2021; Xia
et al., 2014; Wang and Yao, 2016). Both Nd:YAG‐OPO nanosecond
lasers and near‐infrared pulsed HPDLs have been used for PAI applica-
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Fig. 1. Sketch of the side view and top view of a diode laser cavity. The
phenomenon of astigmatism results from the distance of the source points on
the fast axis and the slow axis (www.newport.com/resourceListing/technical-
notes).

tions (Kolkman et al., 2006; Shu et al., 2015; Upputuri and Pramanik, 
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1 µm). This elliptical beam shape of diode laser emitters is colloquially
referred to as astigmatism. In general, the beam divergence angle of a
single diode laser emitter at 95% power content is about 36‐66° along
the fast axis and 7‐13° along the slow axis (Diehl, 2000).

Therefore, their highly divergent and asymmetric beam emission
must be homogenized by an optimized beam shaping system to
achieve efficient coupling into an optical fiber. The high asymmetry
of the beam emitted by the DLBs causes their beam parameter product
(BPP) in both axes to be inconsistent with that of the optical fiber, thus
affecting the quality of the fiber coupling. To overcome this limitation,
it is necessary to design an effective and compact beam shaping
scheme to homogenize the BPP ratio between fast axis and slow axis
before fiber coupling.

In a previous work (Yu et al., 2016), the design of a beam shaping
system based on the use of beam twisters to improve the beam quality
of DLBs was proposed for the first time. That study, together with
experimental results, specifically demonstrated an improvement in
the beam quality of a mini‐bar of 9 emitters by using a FAC microlens
to collimate the bar beam, a beam twister to rearrange the beam shape,
a SAC lens to collimate the beam on the slow axis, and a FAC lens array
to perform re‐collimation and further reduce beam divergence along
the fast axis. Our initial concern was to find a way to reduce the optical
elements in the system, and we eventually considered that the SAC
lens and the FAC lens array of Ref. (Yu et al., 2016) could be replaced
by a single element. We also felt that the proposed system could be fur-
ther improved and extended to a wider range of wavelengths for
biomedical applications.

In this regard, this work describes a novel optical beam shaping
scheme modeled in Zemax to homogenize the beam quality of six
multi‐wavelength DLBs coupled to a 400 µm core‐diameter optical
fiber. Specifically, we model cataloged DLBs (model QD‐Q1901‐A1
with 19 emitters, Quantel) emitting ns pulses in the wavelength range
between 790 nm and 980 nm.

Previous works (Kalva et al., 2019a, 2019b; Upputuri and
Pramanik, 2015; Shabairou et al., 2020; Ji et al., 2015) reported the
use of pulsed lasers to achieve PAI, PAT, and PAE at specific wave-
lengths. However, the systems presented there can be extended by
using a multispectral compact system based on DLBs.

In this paper, a beam shaping technique is presented to homogenize
the beam quality of six DLBs and achieve multispectral fiber coupling.
The proposed technique is based on beam transformation systems
(BTSs, i.e., two FAC lenses with beam twister), reflective mirrors,
and dichroic mirrors as beam homogenization elements. Specifically,

2015), depending on the scope of each experiment. Although Nd:YAG‐
OPO nanosecond lasers provide much higher peak power compared to 
HPDLs, such lasers are expensive, bulky, and provide limited imaging 
speed due to their low pulse repetition rate (tens of Hz). Moreover, 
their fixed wavelength (532 nm or 1064 nm) limits their application in 
biomedical imaging.

On the other hand, power combining using linear arrays of pulsed 
near‐infrared HPDLs are considered as scalable and cost‐effective alter-
natives for PAI (Erfanzadeh et al., 2017; Yao et al., 2017; Upputuri and 
Pramanik, 2018), offering kHz repetition rates and sufficient power to 
penetrate deep into the tissue. Moreover, these arrays can be scaled 
down by using linear arrays of diode laser cavities (i.e., DLBs or DLSs)
(Leggio et al., 2017; Yu et al., 2017; Lin et al., 2020), which emit high 
peak powers desired for PAI applications in the 700 1100 nm wave-

–

length range (NIR region), where soft tissues exhibit high absorption. 
To couple the power of such sources into an optical fiber, the beam 
must be focused to a small spot (typically 1000 µm) (Sullins, 2002; 
Polese et al., 2020; Gawali et al., 2016), which in turn requires rela-
tively good beam quality (i.e., Gaussian‐like beam profile intensity). 
However, the beam profile of these diode laser sources becomes 
increasingly elliptical in the far field, since the width of each emitter 
(50 200 µm) is much larger than its respective height (typically
International Conference on Recent Trend
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we use the BTSs to collimate and homogenize the light beam of the
individual bars, the dichroic mirrors with selective transmission bands
and a PBC to combine the beams in a multispectral source, and a pair
of cylindrical lenses with a 90° offset to enable beam coupling into a
400 µm core‐diameter/ N.A. = 0.22 optical fiber.

The obtained results make the proposed system suitable for inte-
grated PAE systems that require a variable amount of power in a mul-
tispectral configuration (Zhou and Jokerst, 2020). This method
achieves beam symmetrization of the individual beams with a signifi-
cant improvement in BPP ratios, resulting in a very high coupling effi-
ciency into the fiber of 89.4% of the multispectral source and an
output power density of ~ 1.8 MW/cm2.

2. The origin of astigmatism in diode laser emitters

At a few micrometers distance from the active layer facet of DLBs,
the beam size in the fast axis direction is equal to the beam size in the
slow axis and the beam cross section is still circular. Beyond this dis-
tance, the beam cross section becomes elliptical but with the principal
diameter in the fast axis direction. As shown in Fig. 1, the imaginary
beam source points Px and Py are located at different positions, because
w0y > w0x and θ==half < θ?half , where w0x and w0y are the beam waist
radii along the fast axis and the slow axis at the output facet of the
diode laser, respectively, whereas θ?half and θ==half are the correspond-
ing half‐angle divergences of the beam along the perpendicular axis
(fast axis) and the parallel axis (slow axis), respectively. In the same
figure, it can be seen that the beam source point Px is located on the
output facet of the active layer due to the tiny size of w0x (typically
1 µm). Consequently, by tracing the far‐field beam backwards, one
can locate the beam source point Py inside the active layer. The dis-
tance between Px and Py is the magnitude of the astigmatism.

Considering a Gaussian beam, at a position z after the diode laser
facet, the spot size parameter can be described by the combination
of beam waist radii wx zð Þ and wy zð Þ in the fast axis and slow axis,
respectively. These two parameters are given by the following formu-
las (Svelto and Hanna, 2013):

wx zð Þ ¼ w0x � 1þ λz
πw2

0x

� �2
!1=2

; ð1Þ

And

wy zð Þ ¼ w0y � 1þ λz
πw2

0y

!2!1=2

; ð2Þ

where λ is the source wavelength. In this context, the calculation of the
beam size at a certain position z after the output facet of the emitter is
necessary to build the proper optical system for symmetrizing the opti-
s in IOT and Its Application (RTIA-18) 
gineering, AIET Bhubaneswar. 22 Nov. - 24 Nov 2018



Fig. 2. Beam collimation and homogenization using a FAC microlens and a beam twister: a) side view, b) top view, c) perspective view. First, the FAC microlens
collimates the large beam divergence in the fast axis, then the beam twister rotates the beam by 90° after an internal focusing (a, b). A second FAC lens collimates
the residual divergence coming from the beam twister (c).

Fig. 3. Schematic diagram of a single lenslet of a beam twister.
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cal beam. In the case of DLBs, it is necessary to consider the number of
emitters along the y dimension, so Eq. (2) must be reformulated as
follows:

wy zð Þ ¼ w0y � 1þ λz
πw2

0y

!2!1=2

� Ny=FFbar ; ð3Þ

where Ny is the number of the emitters of each bar placed along the
slow axis and FFbar is the bar fill factor corresponding to the ratio
between the emitter width and the emitter pitch.

3. Beam quality and symmetrization of the diode laser bars

The BPP is an essential parameter for estimating beam quality in
both the fast and slow axes and is closely related to the measure of
how efficiently a light beam can be focused. The higher the beam qual-
ity, the easier it will be to focus the beam on a smaller spot size at the
input of the optical fiber, also depending on the optical system used.
Due to the highly asymmetric rectangular shape of DLBs, the beam
profile of these laser sources is highly asymmetric in the far field
between the fast axis and the slow axis. Therefore, it is necessary to
estimate the BPP in both fast and slow axes. In the fast axis, it is
defined as the product of the beam waist radius w0x (i.e., half the ver-
tical size in the fast axis; in our case w0x ¼ 0:5μm) with the half‐angle
divergence θ?half of the beam along the perpendicular axis (fast axis).
Conversely, in the slow axis, it corresponds to the product of the beam
waist radius w0y (i.e., half the emitter width in the slow axis) with the
half‐angle divergence θ==half of the beam along the parallel axis (slow
axis). Hence, the BPPs along fast axis and slow axis (BPPx and BPPy)
are respectively expressed by:

BPPx ¼ w0x � θ?half ; ð4Þ

BPPy ¼ w0y � θ==half ð5Þ
International Conference on Recent Trend
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When considering a DLB, Eq. (5) must be multiplied by the repeti-
tion factor k. Since the emitters in this case are spaced apart, their rep-
etition factor must be normalized to a constant value expressing the
percentage of the longitudinal space they occupy. Therefore, Eq. (5)
is multiplied to k ¼ Ny=FFbar , as follows:
BPPy ¼ w0y � θ==half � Ny

FFbar
; ð6Þ

In order to achieve the necessary beam quality for efficient fiber
coupling, the BPP ratio (BPPy/BPPx or BPPx/BPPy) must be reduced
using beam shaping optical systems. Ideally, this corresponds to a per-
fectly rectangular shape of the beam, independent of the distance to
the source, and can be achieved by beam symmetrization. According
to previous theoretical studies (Loosen et al., 2007), the BPP ratio is
usually around 500:1 or even higher for a single bar. Consequently,
beam symmetrization is necessary to homogenize the BPP ratio.
Specifically, the line shape of the beam is cut into individual segments
that are optically rearranged so that BPPx is increased by a multiple
while BPPy is decreased, or vice versa. In this context, the beam qual-
s in IOT and Its Application (RTIA-18) 
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Fig. 4. Beam profiles projected by a beam twister: a) immediately after the beam twister at z = 2.4 mm, b) after 6 mm, c) after 14.4 mm (just before the second
FAC lens).
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ity of the optical system can be described by an overall BPP, namely
BPPtot,rms, which is defined by the diagonal between BPPx and BPPy
according to the following equation (Loosen et al., 2007):

BPPtot;rms ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
BPP2

x þ BPP2
y

q
: ð7Þ

In ideal condition of perfect beam symmetrization BPPy=BPPx ¼ 1,
so that Eq. (7) is reduced to:

BPPtot;rms;ideal ¼
ffiffiffi
2

p
BPPx ¼

ffiffiffi
2

p
BPPy : ð8Þ

This suggests a beam symmetrization that homogenizes the beam
between the two axes. After beam symmetrization, the BPPs are
swapped between the fast and slow axes: the new BPP in the vertical
axis is obtained by splitting BPPy into N subsections, while the new
BPP in the horizontal axis is obtained by multiplying BPPx by N, as
expressed by the following equations (Loosen et al., 2007):

BPPv ¼ BPPy=N; ð9Þ
and,

BPPh ¼ BPPx � N; ð10Þ
where BPPv and BPPh are the rearranged BPPs. In this way, the BPPs are
adjusted by shifting the beam quality from one axis to the other. In this
line, the beam quality of the optical system after the beam rearrange-
ment BPP

0
tot;rms can be defined by the following equation (Loosen

et al., 2007):

BPP
0
tot;rms ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
BPP2

v þ BPP2
h

q
: ð11Þ

In order to achieve an efficient fiber coupling of the beam, the
value of BPP

0
tot;rms must not exceed the value of BPPfiber , as expressed

by the following equation:

BPP0
tot;rms ⩽ BPPfiber ¼ d

2
� θhalfmax; ð12Þ

where BPPfiber and d are the BPP and the core diameter of the optical
fiber, respectively, and θhalf maxis the maximum half beam divergence
admitted by the input, being expressed as follows:
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θhalfmax ¼ arcsin N:A:ð Þ; ð13Þ
where N:A: is the numerical aperture of the fiber. Eq. (12) shows that
the upper limit of the BPP of the optical system can be defined by the
physical parameters of the fiber. In an ideal, though rare, situation,
the BPPs would be equal in the two axes. The beam twisters rotate
the beam of each laser emitter in the bar by 90°, shifting the beam qual-
ity from one axis to the other (Fig. 2). After the beam twister, the BPPs
of each bar can be expressed as follows, respectively:

BPPv ¼ w0y � θ==half ; ð14Þ
and

BPPh ¼ w0x � θ?half � Ny

FFbar
: ð15Þ

The above equations apply to the general case of a beam twister
positioned after the source, but in a real design (Fig. 2) it is necessary
to consider a FAC microlens that changes the beam divergence along
the fast axis immediately after the source. The new fast axis divergence
is denoted as θ?FAC half , so that Eq. (15) is rewritten as:

BPPFAC h ¼ w0x � θ?FAC half � Ny

FFbar
: ð16Þ

After successive beam collimation by a second FAC lens, the beam
is nearly homogenized between fast axis and slow axis with a residual
divergence (nearly < 10 mrad). Therefore, taking into account the
rearranged beam sizes and divergences, the BPP equations can be
restated as follows:

BPPrearr
v ¼ sv � θv half ; ð17Þ

BPPrearr
h ¼ sh � θh half � Ny

FFrearr
bar

; ð18Þ

where sv, θvhalf , sh, and θhhalf are the rearranged beam waist and residual
half‐divergence along vertical axis and horizontal axis, respectively,
and FFrearr

bar is the rearranged fill factor along the slow axis. Since it is dif-
ficult to estimate the residual divergences after BTS in this case, we can
roughly assume their values to be < 10 mrad.
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Fig. 5. Beam shaping design of a fiber-coupled multi-wavelength system based on DLBs by using realistic elements: a) Perspective view, b) Top view with
annotation for the dichroic mirrors (referred to with circled numbers in the text).

Table 1
Parameters of the DLBs (model QD-Q1901-A1) (www.quantel-laser.com).

Parameter Symbol Value Unit

Wavelengths λ 790, 808, 830,
915, 940, 980

nm

Fast axis beam divergence1

(1/e2)
θ? 36 degrees

Slow axis beam divergence1

(1/e2)
θ== 8 degrees

Emitter width 2 � w0y 100 µm

Emitter pitch2 pe 400 µm

Number of emitters per bar Ny 19 Units

Output power per bar Pbar 400 W

Bar width w 7.3 mm

1 The divergences are referred to each bar (FWHM).
2 The emitter pitch refers to the spacing between emitters.
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3.1. Key elements for beam symmetrization

The beam emitted from a DLB has a line shape with poor beam
quality (Loosen et al., 2007), so the BPP ratio of each DLB must be
International Conference on Recent Trend
Organised by Department of Computerscience Science En
reshaped using optical or micro‐optical elements. A crucial optical ele-
ment required for such beam reshaping is the BTS (i.e., the FAC lenses
with the beam twister, Fig. 2(a)). The FAC microlens is designed to
reduce the large beam divergence in the fast axis, while the beam twis-
ter, which consists of an array of biconvex 45°‐tilted cylindrical lenses,
rotates the beam by 90° around the optical axis. More precisely, after
collimation of the fast axis, the 45°‐tilted input facet of the beam twis-
ter lenslet internally focuses the beam collimated by the FAC microlens
at its center (Fig. 2(b)), with a 45° rotation. After internal focusing, the
beam from the output facet is again rotated by 45°, having the same
radius of curvature as the input facet. In this way, the horizontal and
vertical components (beam waists and divergence angles along the fast
and slow axes) are swapped and the beams are stacked on top of each
other (Loosen et al., 2007).

At the output of the beam twister, the emerging beam is still
slightly divergent in both axes, but now the divergence can be cor-
rected by an additional FAC lens (Fig. 2(c)). After beam shaping by
the BTS, the resulting beam can be collimated and then coupled into
an optical fiber with additional cylindrical lenses, approaching condi-
tion of Eq. (8). The schematic diagram of a single lenslet of a beam
twister with refractive index n is shown in Fig. 3. The radii of curva-
ture and the lens thickness satisfy the relations r1 = ‐r2 and d ¼ 2f ,
respectively, where d is the thickness and f is the focal length of the
lenslet. The inner focal point F is located at the center of the lenslet.
The beam profiles emerging from a beam twister after three different
distances are shown in Fig. 4.
s in IOT and Its Application (RTIA-18) 
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Fig. 6. Transmission spectra of the dichroic mirrors used in the design of the multi-wavelength system (www.thorlabs.com; www.semrock.com).

Table 2
List and characteristics of the optical components of the setup (www.thorlabs.com; www.semrock.com; www.limo.de).

Components Manufacturer Model Characteristics

Beam transformation systems Limo GmbH BTS-HOC 200-400 (only BTS) 1L=12 mm, 2CT=0.354 mm, 3H=0.45 mm (FAC microlens),
L=10.5 mm, CT=1.659 mm, H=0.98 mm (beam twister),
L=14 mm, CT=2 mm, H=6 mm (FAC lens)

Reflective mirrors Thorlabs Inc. PF10-03-P01 4D=25.4 mm, 5TH=6 mm
6R > 97.5% for 450 nm - 2 µm

① Dichroic mirror Thorlabs Inc. DMLP805 D=25.4 mm, TH=3.2 mm
R=92.34 % (790 nm)
7T=96.30 % (830 nm)
T=98.34 % (940 nm)

② Dichroic mirror Semrock Inc. FF872-Di01 L=25 mm, H=36 mm, TH=2 mm
R=99.69 % (808 nm)
T=96.51 % (915 nm)
T=97.09 % (980 nm)

③ Dichroic mirror Thorlabs Inc. DMLP900 D=25.4 mm, TH=3.2 mm
R=99.82 % (830 nm)
T=95.28 % (940 nm)

④ Dichroic mirror Semrock Inc. FF01-937/LP-25 D=25 mm, TH=3.5 mm
R=99.99 % (915 nm)
T=95.03 % (980 nm)

Polarizing beamsplitter cube Thorlabs Inc. PBS252 25.4 mm x 25.4 mm x 25.4 mm (composed by two triangular prisms)

Focusing cylindrical lens (slow axis) Thorlabs Inc. LJ1212L1-B 8EFL=29.99 mm, L=22 mm, H=20 mm, 9r =15.5 mm,
CT=5.7 mm, 10ET=2 mm, 11BFL=26.3 mm

Focusing cylindrical lens (fast axis) Thorlabs Inc. LJ1636L1-B EFL=15 mm, L=12 mm, H=10 mm, r=7.8 mm, CT=3.8 mm,
ET=2 mm, BFL=12.5 mm

Optical fiber Thorlabs Inc. AFM400H N.A.= 0.22, Ø400 µm, multimode

1 L = Length, 2CT = Center Thickness, 3H = Height, 4D = Diameter, 5TH = Thickness, 6R = Reflectance, 7T = Transmittance, 8 EFL = Effective Focal Length,
9r = Radius of Curvature, 10ET = Edge Thickness, 11BFL = Back Focal Length

1 * Only the BTS part.
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4. Design of the optical system

In a previous work (Leggio et al., 2017), we presented a method for
beam shaping five DLBs (Jenoptik Optical Systems LCC) emitting
between 808 nm and 980 nm using microoptical FAC lenses and beam
twisters. Subsequently, beam combining was performed using dichroic
mirrors and a PBC, and the resulting multispectral beam was focused
into a 400‐µm optical fiber. Similarly, in this work, six DLBs, each con-
sisting of 19 emitters, are used as multispectral sources in the range
between 790 nm and 980 nm, as shown in Fig. 5. The output beams
of the bars are individually collimated along the fast axis using FAC
microlenses nearby the sources and homogenized by the beam twisters
International Conference on Recent Trend
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(Fig. 2). The beams are then collimated along the vertical axis before
being combined using the dichroic mirrors and a PBC (Fig. 5). Six com-
mercial DLBs (model QD‐Q1901‐A1 with 19 emitters, Quantel) are con-
sidered for the simulation (see Table 1). In Fig. 5, the six DLBs are
shown as follows: 790 nm (blue), 808 nm (green), 830 nm (red),
915 nm (yellow), 940 nm (magenta), and 980 nm (cyan). In addition,
optical elements such as the BTSs (first part of BTS‐HOC 200–400*1,
Limo GmbH), the two reflective mirrors (PF10‐03‐P01, Thorlabs Inc.),
the dichroic mirrors (① DMLP805 and ③ DMLP900 from Thorlabs
Inc., ② FF872‐Di01 and ④ FF01‐937/ LP‐25 from Semrock Inc.), and a
s in IOT and Its Application (RTIA-18) 
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Wavelength (nm) Beam waist wx zð Þ (mm) Beam waist wy zð Þ(mm)

790 0.04728 ~3.8
808 0.04836 ~3.8
830 0.04967 ~3.8
915 0.05476 ~3.8
940 0.05625 ~3.8
980 0.05865 ~3.8

Table 4
BPP ratios of the beams at the output of a single bar and at the fiber input.

Beam Position Value

Single bar beam After single bar ~1690
Multispectral beam Before fiber ~4.09

Table 5
BPP parameters evaluated for fiber coupling.

Parameter Element Value

BPPtot;rms Focused beam 24.64 mm·mrad
BPPfiber 200-µm optical fiber 22.18 mm·mrad
BPPfiber 400-µm optical fiber 44.36 mm·mrad

Table 3
Beam waist radii at the input face of the FAC microlenses.
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PBC (PBS252, Thorlabs Inc.) were also taken from commercial catalogs.
The transmission spectra of the dichroic mirrors are shown in Fig. 6. The
cylindrical lenses (LJ1212L1‐B and LJ1636L1‐B, Thorlabs Inc.) and the
optical fiber were also taken from catalog (AFM400H, N.A. = 0.22,
Ø400 μm, multimode, Thorlabs Inc.). All cataloged components are listed
in Table 2.

5. Results and discussion

In this section, two types of beam analysis are performed: the first
considers the size of the emitted beam spot as a function of wavelength
and how it affects beam shaping; the second involves the analysis of
beam quality in terms of calculations of BPPs along the beam path until
it reaches the optical fiber.
Fig. 7. Beam profile expressed in terms of incoherent irradiance and intensity pa
entrance of the optical fiber with a core-diameter of 400 µm.
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5.1. Analysis of beam spot size vs. Wavelength

As shown in Fig. 1, the position of the beam waist differs from the
fast axis and the slow axis. It is important to note that the beam diver-
gences and the beam waists are the same for all wavelengths (Table 1)
at the output facet of the emitters, so that the positions of the source
points Px and Py do not change. After beam emission, a FAC microlens
(Fig. 2) is positioned at 94 µm in front of each DLB. Since the beam
waist radii wx zð Þ and wy zð Þ depend on the wavelength (Eqs. (1) and
(3)), they will be different for each case (Table 3).

Considering that the radius of curvature of the FAC microlenses is
r = 0.235 mm, the beam waist wx zð Þ is between ~ 4.97 (at 790 nm)
and ~ 4.0 (at 980 nm) times smaller, representing a small variation
in the wavelength range. Conversely, the beam waist wy zð Þ is nearly
unchanged. As a result, the beam spot size at the output facet of the
FAC microlens varies between ~ 0.176 mm � 7.30 mm (at 790 nm)
and ~ 0.178 mm � 7.30 mm (at 980 nm). This small difference has
no effect on beam shaping; however, a beam twister is placed immedi-
ately after the FAC microlens to rearrange the beam, and a second FAC
lens is responsible for removing residual divergence (Fig. 2).
5.2. Analysis of beam quality

Considering Eqs. (4) and (6), the BPP ratio is
BPPy
BPPx

¼ 265:29 mm �mrad=0:157 mm �mrad ≅ 1690 at the output of each
bar. After the beam collimation performed by the FAC microlens, fast
axis half beam divergence θ?FAC half of DLB reduces to ~ 10 mrad, thus
enabling the focusing inside the beam twister. Hence, according to
Eqs. (14) and (16), after beam twister the BPP ratio of each bar reduces
to ~ 9.19, and is ~1.05 (Eqs. (17) and (18)) after a collimation on the ver-
tical axis, considering a new beam size of sv · sh=2mm · 0.32mmand a
residual half beamdivergence of θv half · θh half=4mrad · 1mrad for each
single bar (in this case the barfill factor is 0.8). Thepair of focusing cylin-
drical lenses (Fig. 5) equalizes the focal point between the two axes and
focuses the beam into the optical fiber with a beam size of
140 μm � 380 μm and half divergence of 83:6 mrad � 126 mrad .
Hence, the BPP ratio at the input of the optical fiber is ~ 4.09 (Eqs. (4)
and (5)) and the BPPtot;rms is 24.64 mm �mrad (Eq. (7)). This value
is compatible with a multimode fiber with 400 µm‐core diameter
and N.A. = 0.22 that means BPPtot;rms < BPPfiber ¼
400 μm

2 � 221:814 mrad ¼ 44:36 mm � mrad (Eq. (12)), considering a
the N.A. of the fiber of 0.22 and θhalfmax of 221:814 mrad (Eq. (13)). This
ttern. The multispectral beam is focused in a 140 µm × 380 µm spot at the
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Fig. 8. Beam profile emerging from the fiber output (L = 20 cm) expressed in incoherent irradiance and intensity pattern.
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means that the beam is effectively coupled into the fiber. Conversely, a
fiber with 200 µm core‐diameter and N.A. = 0.22 would have a BPPfiber

of 22.18 mm · mrad, being incompatible with the condition of efficient
fiber coupling (Eq. (12)).

Overall values are summarized in Tables 4 and 5, assuming a light
detector with a resolution of 1024 x 1024 pixels first at the input and
then at the output of the fiber. The beam profile at the input of the
fiber (140 µm × 380 µm) is shown in Fig. 7, while the output profile
after propagation in 20 cm fiber is shown in Fig. 8. The power coupling
efficiency reaches 89.4% at the fiber output with a power density of
~1.8 MW/cm2.

6. Conclusions

We modeled a compact beam shaping design in Zemax to homoge-
nize the beam quality of six DLBs (790 nm − 980 nm) using realistic 
FAC lenses and beam twisters to significantly reduce the BPP ratio 
between fast axis and slow axis. The addition of reflective and dichroic 
mirrors allowed the six wavelengths to be combined in a single beam, 
which was coupled through a pair of cylindrical lenses into a 400‐μm /
N.A. = 0.22 optical fiber. A power density of ~ 1.8 MW/cm2 is calcu-
lated at the output of the fiber with a coupling efficiency of 89.4%. The 
successful coupling of a multispectral source, such as the one described 
in this paper, into a 400‐μm optical fiber enables new opportunities for 
applications in PAE requiring non‐invasive inspection of the body, as 
well as for other emerging bio‐imaging techniques where high‐
power multi‐wavelength emission is required. The prototype numeri-
cal model presented in this paper has been proposed for possible future 
implementation and verification. However, there are no important 
technical limitations that would hinder the experimental corrobora-
tion of the results of this study by a laboratory equipped with the 
appropriate infrastructure.
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Abstract – Transformers are considered as the most important and expensive distribution and transfer 

networks of electrical energy. Among different fault identifying in transformers, identifying winding fault is 

not easily recognizable because of lower domain effect in terminal voltages and currents. In this article, 

frequency response analysis method is used as an efficient method to recognize turn’s connection fault. By 

comparing frequency response in fault and intact conditions, fault recognizing in winding becomes possible. 

In order to determine frequency response, the described winding model is used. Analyzing the model is done 

by MATLAB software. The accuracy of this model is very dependent on determining its parameters. In order 

to exact calculation of parameters of described winding model, Finite Element Method based on winding 

design information is used and in order to increase accuracy, parameter dependency to frequency is 

considered. Finally, the effect of turn’s connection fault and its location on layer winding of a distribution 

transformer is evaluated.  

Keywords: Frequency Response, Finite Element Method, Turn’s Connection Fault, Locating  

INTRODUCTION 
Power transformers are considered as the most 

important and expensive elements of distribution and 

transfer networks of electrical energy and hence by the 

increase of demand for intact and safe electrical energy, 

avoiding fault occurrence in power transformers 

especially faults which result in transformer fails, became 

more important for network beneficiaries. Statistical 

studies show that 70-80 % of power transformers’ fails 

come from inside faults [1-2]. 

An estimation of transformer faults is shown in figure 

(1), which shows 10 % occurrence of total winding faults. 

Among these faults, winding turn is challenging for 

monitoring and identifying, especially in lower domains 

of fault current. Usually, this fault begins with a turn 

connection in winding and gradually result in phase to 

phase short-circuit fault to earth. 

Since various methods are presented and investigated 

in order to identifying and locating short-circuit faults of 

wining in power transformers. Some of these methods are 

based on laboratory work and some other are based on 

modeling. In each of these methods, an index is used in 

order to fault identifying.  

Differential relays are one of identifying methods for 

inside faults. In this method the difference between initial 

and secondary phase currents are monitored continuously 

as a parameter to identify fault [3]. 

DGA is one of general fault detection methods which 

is based on analyzing solution gases. In this method 

solution gases are analyzed in oil so fault or normal 

performance of transformer is recognized [3]. 

Wavelet and neural network transform are among 

methods that can be used in order to fault detection of 

transformer [2] and [4-7]. 

Figure 1- Different fault percentage in transformer [3] 

In another method the base of symmetric 

components’ theory or in more exact words sequence 

currents, is negative. The existence of significant amount 

of negative sequence currents in transformer’s terminal 

quantities, by itself is a sign of emergence of a 

disturbance or an index that show non-symmetry that is 

coupled with this under investigation transformer [4]. 
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In [8] differential currents are calculated from three 

phases of turns and measurements’ ratios. The set of 

differential currents are transformed by transforming the 

park into d-q components. The curves among d and q 

prove fault of turn connection. 

Online analysis of transformer’s leakage flux can be 

used as an efficient method to evaluate accuracy of the 

machine and recognize the existence of insulating failures 

during its primary steps. The base of this method is based 

on recognizing changes in leakage flux because of 

insulating failure [9].  

According to high sensitivity of frequency response 

to short-circuitfault of wining, among appropriate 

methods in order to testing winding turn connection, there 

is wining’s frequency response analyze (FRA) [3]. This 

method is based on this principle that each winding of 

transformer has its unique transform function and 

frequency response which is sensitive to changes that are 

performed in the structure of winding such as resistance, 

inductance and capacitive changes that finally result in 

internal faults in transformer. So, identification of 

winding transformation, winding connection and winding 

movement and core is possible by this method.  By 

comparing frequency response in fault and intact 

condition there is the possibility of identification of fault 

in winding. 

Dick and Erven initially demonstrated this method in 

1978 [13] for detecting winding deformation under the 

influence of short circuits. The response in FRA can be 

categorized broadly as low-frequency, medium-

frequency, and high-frequency response. Under the 

condition of direct short-circuited turns, magnetizing 

characteristics of the core are changed which change low-

frequency response in FRA. Medium-frequency response 

in FRA gets affected mainly due to the mechanical 

movement of the winding, e.g., winding deformation, 

buckling, etc. Localized winding damage causes 

seemingly random changes in the high-frequency 

response in FRA [14]. Thus, during inter-turn fault in 

transformer, low- and high-frequency responses are 

significant in FRA [15]. In the conventional FRA method, 

impedance spectrum over the range of frequencies is 

analyzed using Discrete Fourier Transform (DFT). 

However, it is mostly observed that the low- and medium-

frequency components are insufficient while analyzing 

using DFT. Thus, the advanced techniques such as 

synthetic spectral analysis (SSA) based on cut-and-

concatenation (CCM) method are used. After spectral 

analysis of the current set and the reference set, various 

diagnostic criterions such as sum-squared-error, 

correlation coefficient, sum squared ratio error, sum 

squared max-min ratio error, and absolute sum of 

logarithmic error (ASLE) can be used to determine the 

fault in the transformer. The combination of SSA (based 

on CCM) and ASLE has been proved to be most pertinent 

criterion [16]. Different winding structures give different 

frequency response in FRA. Winding-to- winding 

interaction between two different phases and delta 

connected winding arrangement also affect the frequency 

response [17]. Although the FRA is generally used to 

detect the electrical and mechanical faults in windings, its 

applicability for detection of core fault can also be 

observed in the literature [18]. The core parameters, such 

as magnetic permeability, conductivity, and magnetizing 

impedance, can also be obtained at high frequencies with 

the help of FRA [19]. However, results obtained from 

FRA applied to detect the winding faults are not 

independent of core magnetization. The governing factor 

in this phenomenon is magnetic viscosity, which is 

defined as the time dependence of magnetization under a 

constant magnetic field. The impedance measurement, 

mainly below 10 kHz, is observed to be significantly 

dependant on DC magnetization, instances when power 

supply switches off, and demagnetization [20]. 

Although, FRA is well-known and popular method in 

fault diagnostics, this method requires additional 

sophisticated instruments for the detection. Also, the 

prediction about the operating condition from the 

complex admittance-signature is not straightforward and 

always needs an expert’s opinion or evidential reasoning 

(ER) approach [21]. 

In this article an efficient method is used to 

identification and locating turn connection fault. For this 

reason layer winding of a transformer of a sample 

distribution is evaluated. To obtain winding frequency 

response of transformer, first winding is being modeled 

by described model and parameters are obtained from 

finite element method, then by the help of MATLAB 

software winding frequency response is obtained and by 

comparing fault and intact conditions, turn connection 

fault is identified and finally fault location is investigated 

with an appropriate index.  

Modeling transformer’s winding 

The model is being used to describe transformer in 

frequency finite higher than 10 KHz of described model 

that is among physical methods of modeling winding. 

Figure 2 shows the descriptive equivalent turn of 

transformer. Each unite of this circuit is a turn of winding 

that includes self and against inductances with other turns. 

For each turn, capacitor is considered against other turns 

and with the earth and also ohmic resistance, series with 

self-inductance. Insulating losses between each two turns 

are also considered [10]. The smallest component of a 

winding is its turns. Discs result from being placed on top 

of each other in radius direction and their connection in 

vertical direction results in layers of winding. 

In order to obtain frequency response, the analysis of 

equivalent circuit is done in node method and in 

frequency field. The base of this method is to form 

admittance matrix from circuit elements. Node equations 

and admittance matrix are expressed in Equation 1.  
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(1) .Y V I
Y, Admittance matrix, is a  matrix that n is 

the number of winding turns. The vector of nodes’ voltage 

and the current of inductor branches are considered as 

below. 

(2)1 2 1 2 2 1[ , ,..., , , ,..., ]Tn L L Ln nV V V V I I I 

Lpprpp
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pP+1 L11r11
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Figure 2- equal circuit of n turns by using described 

model [10] 

Stimulation current vector is expressed as below that 

It is circuit stimulation current. 

(3) [ ,0,...,0,0]TtI I

Admittance matrix elements of the node are 

determined as follow that can be different from 

frequency. 
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(6)  

By using equation (7) node’s voltage is obtained: 

(7)    
1
.V Y I




To calculate input impedance, winding has allocated 

value 1 to the first line of stimulation vector in various 

frequencies and the values of other lines are equal to zero. 

In this situation by solving equation (7), the value of node 

1 is equal to winding’s input impedance. By placing s=j , 

the first line of vector V is a mixed number which its size 

is impedance value and its phase shows inductor or 

capacitive property in the frequency. Among various 

windings the order of nodes to each other is different and 

naturally parameters of the circuit are different in various 

windings.  

Characteristics of transformer and winding 

This transformer is a real transformer that is designed 

and built by Iran University of science and technology, 

Academic center of education, culture and research. The 

modeling of transformer and its geometric dimensions are 

presented in Figures (3) and (4). High-voltage winding 

belongs to a dry distribution 

transformer 760 / 380 ,10 , , 4%v v
kkVA Dy U  . 

This winding is composed of 594 turns that are 

wrapped 6 layers around the core. In each turn one copper 

conductor with diameter of 1 mm is used. In each turn a 

green paper is used. According to the existing information 

we consider the dielectric coefficient of green paper equal 

to 3, the amount of dielectric coefficient of the insulator 

equal to 2.8 and the dielectric coefficient for the fiber 

equal to 4.6. 

Figure 3- The under investigation transformer 

Figure 4 - A view of the under investigation winding 

Calculation of descriptive model’s parameters 

The ability of described model in reconstruction of 

winding’s fluctuation behavior is dependent on the 

accuracy of calculation of model’s parameters. In this 

article, in order to increase accuracy, finite element 

method is used to determine winding parameters. For this 

reason finite element software, MAXWELL 2D, is used. 

Inductance calculation: Self-induction related to 

magnetic flux involves winding which the amount of this 

flux depends on the density of magnetic flux (B), on the 

other hand the density of magnetic flux depends on the 

magnetic permeability of the material used in winding 

space. The aim of this article is to investigate high 
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frequency behavior ( 4 710 10 Hz ) of transformer

winding. In this frequency range, eddy currents are so 

much that discharge field lines completely out of the core. 

The center of the core is practically without flux. Filed 

lines do not enter to the core, but they block their path of 

air. Iron core behaves like an empty cylinder that there is 

current in its body. Therefore, we can model the set of 

iron core and low-voltage winding by an empty cylinder 

[11]. So the effect of core is not taken into consideration. 

By dimension determination of turns and identification of 

materials, finite elements software calculates self and 

against inductance based on the following equation: 

(8)
2

4 ij

ij

peak

W
L

I


Where Wij is medium energy which is calculated via 

field calculations. This software considers the peak 

current amount for each turn as 1 Ampere, thus the 

inductance is simplified as 4Wij. Table 1 shows the 

amounts of a 6 layer inductance. 

TABLE 1 
SELF AND AGAINST INDUCTANCE MATRIX (MH) OF 6 TURNS 

OF TRANSFORMER WINDING 

Turns 

number 
1 2 3 4 5 6 

1 L11=2.047 L21=1.854 L31=1.724 L41=1.647 L51=1.591 L61=1.548 

2 L12=1.854 L22=2.072 L32=1.859 L42=1.726 L52=1.647 L62=1.591 

3 L13=1.724 L23=1.859 L33=2.067 L43=1.864 L53=1.729 L63=1.649 

4 L14=1.647 L24=1.726 L34=1.864 L44=2.062 L54=1.865 L64=1.73 

5 L15=1.591 L25=1.647 L35=1.729 L45=1.865 L55=2.072 L65=1.862 

6 L16=1.548 L26=1.591 L36=1.649 L46=1.73 L56=1.862 L66=2.076 

7 L17=1.513 L271=1.548 L37=1.592 L47=1.65 L57=1.728 L67=1.863 

Eddy currents in conductors are because of changing 

fields with time and we should involve their effect in 

calculation of inductance matrix, of course, considering 

this effect in analytic relations is very difficult. The 

resulted eddy current in conductors cause that the 

conductor center becomes current free and this results, in 

the increase of current density in conductor surface, so 

inductance value decreases. But this effect is more 

significant on self-inductance value [12]. 

Figure 5 shows the effect of dermal and proximity 

influence on current density in several turns in one and 

thousand KHz frequencies. This element influences the 

amount of self and against inductances of winding. The 

amount of inductance of a turn is appropriate to its radius. 

The decreasing rate of inductance of various turns is 

approximately the same. In frequency area that inductance 

amount reaches to its final limit, has relationship with 

conducting coefficient and conducting transient 

coefficient.  

If there is an investigation in time field, analyzing 

changing elements with time is very difficult. Therefore, 

if we can have a good fitting from changing curve of self 

and against inductance according to frequency, circuit 

analysis is very useful in frequency field. 

(A) 

(B) 

Figure 5 - Current distribution in some turns of the 

winding. A: 1KHz   B: 1000KHz 
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The most proper curve which is in harmony with self-

inductance changing can be expressed by the following 

formula. 

(9)
( ) ( )( ) bf dfL f ae ce 

So the amounts of inductance are calculated by finite 

elements in various frequencies and then we can express 

inductance changes with curve fitting method 

mathematically. Against inductance changes are few, for 

this reason we omit against inductance changes than 

frequency in the performed modeling [10]. By fitting the 

curve by the help of MATLAB software, fitting curve 

coefficients are calculated as follow. 

 0.0003106, -2.935 -8,

 0.0007683, -3.571 -13

a b e

c d e

 

 

Capacity calculation: Capacities between various 

elements of windings and core in high frequencies play an 

important role. The method of distribution of primary 

voltage on winding is determined by internal capacitive 

network of the transformer. As the previous part, we 

determine the capacity amount by modeling in finite 

elements software. Changes of dielectric coefficient do 

not make problems in our analysis and usually frequency 

behavior of dielectric coefficient is not identified. Table 2 

shows the amounts of 5 turn capacity. 

Resistance calculation 

Resistances damp the fluctuations done in inductor 

and capacitive complex network of winding. It is obvious 

that without modeling system’s resistants we cannot 

distinguish unstable fluctuations from stable fluctuations. 

In order to have an accurate resistant modeling, its 

changes according to frequency are also considered. 

Resistant increase occur because of the increase of 

frequency stimulation source due to the movement of 

current from conducting center to its surface Figure 5, 

which obtaining its approximate relations analytically is 

very complicated. By using measurement or finite 

element method, we can find ohmic resistant amount for 

each required frequencies.  

The method of finding resistant change function 

according to frequency in order to analyze frequency is 

very useful. In order to find ohmic resistant fitting 

according to frequency, the best curve is the exponential 

curve which is shown below.  

(10)
( ) ( )( ) bf dfR f ae ce 

In table (3) resistant change of one turn of 

transformer winding is shown in various frequencies. 

Fitting coefficients by using MATLAB software are as 

follow. 

 1.426, 4.605 -12,

1.287, -1.84 -8

a b e

c d e

 

  

TABLE 2 
CAPACITY MATRIX (PF)OF FIVE TURNS OF TRANSFORMER WINDING USING MAXWELL2D SOFTWARE 

Turns 

number 
1 2 3 4 5 

1 C11=403.7 C21=-262.27 C31=-15.98 C41=-9.6689 C51=-6.6206 

2 C12=-262.27 C22=611.1 C32=-254.04 C42=-11.516 C52=-6.875 

3 C13=-15.98 C23=-254.04 C33=612.39 C43=-252.43 C53=-10.82 

4 C14=-9.6689 C24=-11.516 C34=-252.43 C44=614.22 C54=-253.62 

5 C15=-6.6206 C25=-6.875 C35=-10.82 C45=-253.62 C55=615.59 

TABLE 3 
THE AMOUNTS OF THE RESISTANT (OHM) OF ONE TURN OF TRANSFORMER WINDING IN VARIOUS FREQUENCIES 

f 1 2 3 4 5 6 7 8 9 

R 0.029008 0.029011 0.029014 0.029015 0.029016 0.029017 0.029017 0.029018 0.029018 

f 10 20 30 40 50 60 70 80 90 

R 0.029018 0.029019 0.029019 0.029019 0.029019 0.02902 0.02902 0.029021 0.029021 

f 100 200 300 400 500 600 700 800 900 

R 0.029021 0.029025 0.02903 0.029034 0.029039 0.029044 0.02905 0.029056 0.029063 

f 1000 2000 3000 4000 5000 6000 7000 8000 9000 

R 0.02907 0.029169 0.029321 0.029527 0.029787 0.030101 0.030467 0.030885 0.031353 
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Calculation of insulating conduction: Because of 

ideal insulators, their electrical conduction coefficient is 

against zero. This causes losses in transformer’s insulator. 

By considering a resistant, parallel to capacitor, we can 

enter insulator losses in the equations. Insulator losses 

coefficient for capacitor – resistant parallel to capacitor- is 

as follow. 

1
tan

p pR C





    (11) 

So by having known insulator losses efficient of one 

winding unite, we can calculate unknown parallel 

resistant in the described model. This amount depends on 

frequency and the properties of insulator loss coefficient 

impregnated with oil. The amount of insulating loss 

coefficients for compounds of insulators that exist in one 

winding unite is estimated through measurement.  
8 3tan 1.082 10 5.0 10      (12)

For frequencies of multiple thousand KHz, fixed 

amount of 0.01 is used as insulating loss coefficient of a 

winding unite [10]. 

Model implementation 

To solve the described model of transformer, we can 

get help from circuit solving softwares. To analyze 

circuit, MATLAB software is used. In order to obtain 

frequency response a program is written in the context of 

this software based on node method in frequency field. By 

using obtained parameters from finite element method 

and program in MATLAB, input impedance of 

transformer winding is obtained in various situations. 

Figure 6 shows frequency response of transformer 

winding in normal situations. 

Figure 6- Input impedance of transformer winding (dB) 

to frequency 

Turn-connection modeling 

Turn connection occur because of losing insulator 

between conductors. Qualitatively, we can identify the 

turn connection equal to increase of insulating conductor 

between two turns which we can use this method for 

modeling turn connection. 

To form connection matrix, there has been occurred a 

connection between nodes I and j, with resistant of rf, we 

can make elements (j,j), (I,i) of connection matrix equal to 

1/rf, and make (j,i), (I,j) equal to -1/rf and the rest of 

elements equal to zero. Connection matrix is from 

conduction and it should be coupled with conduction 

matrix in node method. 

Figure 7 shows input impedance of intact winding 

with stretch line and turn connection with dashed lines. 

As we can see, turn connection results in domain decrease 

of input impedance peak and its shift to the right of 

frequency axis. 

Figure 7- Input impedance of winding (dB) in intact 

condition and turn connection between the first and 

second rounds to the frequency 

Location of turn connection 

Figure 8 shows frequency responses in the existence 

of turn connection in various places in the top half of the 

first layer of winding. You can see that the location of 

turn connection is effective on frequency response. 

Figure 8- Frequency response of winding with the 

existence of various faults in the first layer 

As it is obvious in Figure 8 the amount of deviations 

and domain changes depend on fault location. However 

these changes are very low and there will be obtained no 

information from visual comparison, so we get help from 

indexes in order to better comparison. In this step 

resonance points are studied. Absolute amounts of relative 

difference in the domain (and frequency) between 

resonance points have the maximum domain that are 

chosen as index. This reasoning is obvious in Figure (9). 
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Following equations express the way of calculation 

of index. 

, ,

,

[ ]
o i k ii

i o i

f fDf

f f


   (13) 

, ,
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[ ]
o i k ii

i o i
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  (14) 

To investigate the under investigation transformer 

winding in the first layer, 14 parts turn connection 

winding were done between two turns. The results are in 

Figures 10-12. 

As it is obvious in these figures, obtained indexes are 

symmetric to winding center. This issue reveals the 

existence of symmetry between bottom-half of 

transformer and its top half. 

Figure 9- The effect of short circuit on transform function 

Figure 10- Input impedance of winding (dB) in the 

existence of fault in various locations of the first layer to 

frequency 

Figure 11- Points dependency to input impedance domain 

to fault location in the first layer 

Figure 12- Frequency dependence of maximum points of 

input impedance to fault location in the first layer 

We can also see this symmetry for other layers 

respectively in Figures 13-20. 

Figure 13- Dependency of maximum points of input 

impedance to fault location in the second layer 

Figure 14- Dependency of maximum points of input 

impedance to fault location in the third layer 

Figure 15- Dependency of maximum points of input 

impedance to fault location in the fourth layer 
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Figure 16- Dependency of maximum points of input 

impedance to fault location in the fifth layer 

Figure 17- Frequency dependence of maximum points of 

input impedance to fault location in the second layer. 

Figure 18- Frequency dependence of maximum points of 

input impedance to fault location in the third layer 

Figure 19- Frequency dependence of maximum points of 

input impedance to fault location in the fourth layer 

Figure 20- Frequency dependence of maximum points of 

input impedance to fault location in the fifth layer 

Now we focus on fault location change on various 

layers. Figures (21) and (22) show the indexes for 

connecting a turn above a winding according to layer 

number. 

Figure 21- Dependency of maximum points of input 

impedance according to layer number 

Figure 22- Frequency dependence of maximum points of 

input impedance according to layer number. 

It is seen that fault location on various layers effects 

on the form of frequency response. 

CONCLUSION 

In this article frequency response method is used in 

order to identification and determination of fault location 

of turn connection. In order to modeling winding, the 

described model is used. The accuracy of this model is 

very dependent on its parameter determination. In order to 

calculate parameters of the described model of winding 

transformer, finite element method is used which has a 

good accuracy. By comparing intact and fault mode of 
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frequency response, in resonance points of frequency 

response, it is obtained that fault mode causes domain 

change and frequency shift of severe points. The obtained 

responses in this article have proved the sensitivity of 

frequency response to fault location in winding. The 

results of creating connection in various locations of 

winding show that we have symmetry between top half 

transformer and bottom half transformer.  
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Abstract – One maintenance task that still exist with conventional motors, are bearing lubrication and renewal. 

Bearingless motors are replaced with conventional motor that uses a magnetic levitation force to suspend a rotor 

without any mechanical contact. In bearingless motors, additional windings are wound together with motor windings in 

stator slots. In this paper, a bearingless permanent magnet-type synchronous motor (BPMSM) Has been studied. First, 

the generation of radial levitation forces is discussed and then the optimum permanent magnet thickness is determined 

to produce maximum levitation force. After that the effect of additional winding pole-pair in the amount of levitation 

force is investigated. The simulation is done in Maxwell software. 

Keywords: Bearingless Permanent Magnet Synchronous Motor, Maximum Levitation Force, Optimization, Thickness of 

PM. 

INTRODUCTION 

In some applications, bearing maintenance is still a 

significant problem. For example, the bearings can 

present a major problem in motor drive applications in 

outer space, and also in harsh environments with radiation 

and poisonous substances. In addition, lubrication oil 

cannot be used in high vacuum, ultra high and low 

temperature atmospheres and food and pharmacy 

processes. In these cases magnetic bearing is used. 

Magnetic bearing is a machine element uses a magnetic 

levitation force to suspend a rotor. The characteristics of 

magnetic bearing are no friction, no wear, no lubrication, 

high speed, high precision, and long operating life. The 

applications of magnetic bearing are in canned pumps and 

drives, compact pumps, high-speed flywheel storage 

system, artificial hearts, Spindle drives and Semi-

conductor processing. But magnetic bearing cause long 

axial length of the rotor shaft and complicated structure 

and large size of the motor [1-5]. 

For overcoming these problems, bearingless motors 

are proposed. Bearingless motor is an electric motor that 

combines the functions of both torque generation and 

magnetic suspension together in a single motor. A 

bearingless motor have two kinds of windings. The 

conventional windings and suspension winding are wound 

together in the stator of motor to produce torque and 

radial suspension force simultaneously. In comparison 

with magnetic bearing, bearingless motor have Simple 

structure, higher speed, compactness and lower cost [6-8]. 

So far, various bearingless motors have been proposed 

but bearingless permanent magnet synchronous machine 

(BPMSM) due to its advantages such as simple structure, 

high efficiency, high torque density, are actively 

researched and developed around the world. The aim of 

this paper is to determine the thickness of permanent 

magnet and to consider the number of suspension 

windings in order to produce maximum levitation force in 

BPMSM [9]. 

MATERIAL AND METHODS 

Principles of radial force generation 

Figure 1 shows the cross section of a primitive 

bearingless motor under different conditions. In Figure 

1(a), there is a symmetrical 4-pole flux distribution. The 

solid curves illustrate the flux paths circulating around the 

four conductors 4a, these conductors are located in the 

stator slots. The 4-pole flux wave   produces airgap poles 

in the order N, S, N and S in the airgap sections 1, 2, 3 

and 4 respectively.  

Since the flux distribution is symmetrical, the flux 

density magnitudes in airgap sections 1, 2, 3 and 4 are of 

the same value at the same point in the pole section. There 

are attractive magnetic forces between the rotor poles and 

stator iron. The amplitudes of these attractive radial forces 

are the same, but the directions are equally distributed so 

that the sum of radial force acting on the rotor is zero. 

Figure 1(b) shows the principle of radial force 

generation. Two conductors 2a are located in the stator 

slots. With the current direction as shown in the figure, a 

2-pole flux wave is generated. In airgap section 1, the flux

density is increased because the direction of the 4-pole

and 2-pole fluxes is the same. However, in airgap section

3, the flux density is decreased because the direction of

these fluxes is opposite. The magnetic forces in the airgap

sections 1 and 3 are no longer equal, i.e., the force in

airgap 1 is larger than in airgap 3. Hence a radial force F
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results in the x-axis direction. It follows that the 

amplitude of the radial force increases as the current value 

in conductors 2a increases. Figure 1(c) shows how a 

negative radial force in the x-axis direction is generated. 

The current in conductors 2a is reversed so that the flux 

density in airgap section 1 now decreases while that in 

airgap section 3 increases. Hence the magnetic force in 

airgap section 3 is larger than that in airgap section 1, 

producing a radial force in the negative x-axis direction. 

Figure 1. Principles of radial force generation: (a) 4-pole 

symmetrical flux; (b) x-direction radial force; (c) negative 

x-direction force [11].

Figure 2 shows radial force generation in the y-axis 

direction. Two conductors 2b, which have an MMF 

centred on the y-axis, are added to the stator. A similar 

flux density imbalance occurs but this time between 

airgap sections 4 and 2, hence producing a force on the y-

axis. The polarity of the current will dictate the direction 

of the force. These are the principles of radial force 

generation in x- and y-axis directions. The force values 

are almost proportional to the current in conductors 2a 

and 2b (assuming constant 4-pole current). The vector 

sum of these two perpendicular radial forces can produce 

a radial force in any desired direction and with any 

amplitude [11-13].  

In order to generate the torque and radial suspension 

force simultaneously in a bearingless machine the 

following conditions are 









BM

BM 1PP
 (1) 

Where and are the pole-pair number and current 

frequency of the torque winding, and   are the pole-pair 

number and current frequency of the suspension force 

winding. 

Figure 2. Y-Direction radial force: (a) negative y-

direction radial force; (b) y-direction radial force [12]. 

Figure 3 shows cross-sectional view of a 3-phase 

bearingless permanent magnet-type synchronous motor. 

The torque and suspension force windings are wound 

together in the same stator slots of the BPMSM. Coil 

sides 4u, 4v and 4w are for the torque windings of phase 

u, v and w and Coil-sides 2u, 2v and 2w are for 

suspension force windings of phase u, v and w, 

respectively. In the figure the torque winding and 

suspension force winding are 4-pole and 2-pole 

respectively [14, 15]. 

Figure 3. Bearingless permanent magnet bearingless 

motor [13]. 

Radial levitation force equation 

In this paper, two-phase model of BPMSM is used for 

simplicity. All of the variables are in the synchronous 

rotating reference frame.  

The relationship between the radial levitation forces 

and the currents of suspension force winding can be 

expressed as 
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ixF , iyF are the radial levitation forces. MK , LK is 

Maxwell and Lorentz forces constant. d2i , q2i are current

components of radial levitation windings. d1 , q1 are 

the airgap flux linkages components of motor windings. 

The generated Maxwell force sxF , syF are proportional to 

the displacement and can be written as 
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Where is the force-displacement Coefficient, is the 

free space permeability and  is the airgap length. So the 

radial levitation force  and   can be expressed as 
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Substituting (1) , (2) into (3), equation (3) can be 

written as 
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When 1PP MB  , (4) can be written as 
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When 1PP MB  , (4) can be written as 
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The stator flux linkage equation is as follows 











q1qq1

rd1dd1

iL

iL
(8) 

Where r  is rotor flux linkages dL and qL  are the 

self-inductance of motor Windings [7]. 

Demagnetization of permanent magnet in 

BPMSM 

In the surface-mounted permanent magnet machines, 

thin permanent magnets with small airgap can generate 

the radial levitated forces more effectively. However, thin 

permanent magnets can simply demagnetize. Thus, it is 

very important to consider demagnetization of permanent 

magnets. Moreover irreversible demagnetization of the 

permanent magnets is a more serious problem in these 

motors than in conventional electric motors. 

Figure 4 shows an example with q-axis motor current 

and suspension current flux paths. The rotor angular 

position is 0 deg. When the q-axis motor flux   is 

generated as shown, torque is generated in the counter-

clockwise direction. In this case, goes through the 

permanent magnets denoted as A, B, C and D in the 

opposite direction to their magnetization. In addition, the 

suspension flux   is shown. Note that both and go through 

permanent magnet D against the magnetization so that D 

is the most critical permanent magnet. The q-axis motor 

flux is synchronously rotating with the rotor but the 

suspension flux   is rotating with a frequency twice that of 

the rotor, i.e., is not synchronized to the revolving rotor 

magnetic field. Therefore, not only D but also A, B and C 

will experience the same degree of demagnetization at 

some point with the possibility of irreversible 

demagnetization. 

Figure 4. Position of permanent magnet with possibility 

of irreversible demagnetization [10]. 

RESULTS 

Results and Simulink of model in Maxwell 

In this section, FEA is employed to determine the 

optimum thickness of permanent magnet and number of 

pole-pair of suspension windings to produce maximum 

levitation force. The specification of surface-mounted 

permanent magnet type bearingless motor is shown in 

Table 1.  

Table 1. Specification of BPMSM 

Pole pair of torque winding 4 

Pole pair of suspension force winding 6 

The outer diameter of stator (mm) 155 

The inner diameter of stator (mm) 98 

The outer diameter of rotor (mm) 88 

Axial length of machine (mm) 105 

Air-gap length (mm) 4 

Residual flux density of PM (NdFeB) (T) 1.28 
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This motor has 4-pole torque winding and 6-pole 

suspension force windings. Figure 5 shows the surface 

mounted permanent magnet bearingless motor in Maxwell 

software. Since the machine has symmetric flux 

distribution just one fourth of the machine is sketched in 

Maxwell software. In the figure, torque and suspension 

force windings are showed. Mesh diagram produced by 

finite element analysis is also shown in Figure 6. 

Figure 5. Surface mounted permanent magnet bearingless 

motor. 

Figure 6. Mesh produced by FEA. 

As mentioned earlier, in a permanent magnet motor 

with fixed airgap length, there is an optimal thickness to 

generate maximum radial levitation force. The variations 

of radial levitation force corresponding to the thickness of 

permanent magnets is analysed in Maxwell software. The 

results are showen in table (   ) and figure 7. In table (   ) 

for different value of PM, the radial levitation force is 

obtained. It can be seen form figure 7 that levitation force 

changes corresponding to the thickness of permanent 

magnets when the length of airgap is fixed. In this paper, 

the airgap length of motor is 4 mm. As permanent magnet 

thickness is 1.8 mm, the maximum levitation force is 

generated (45 N). 

Table 2. Thickness of permanent magnet and 

corresponding levitation force 

Thickness of PM (mm) Radial levitation force (N) 

0 0 

0.5 9.89 

1 28.91 

1.5 42.78 

1.8 45 

2 44.55 

2.5 43.25 

3 38.23 

3.5 35.21 

3.8 34.25 
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Figure 7. Relationships of radial force and thickness of 

Permanent magnet. 

Now, with this thickness of PM, we must check 

whether the PM demagnetized or not. Therefore flux 

density on the surfaces of permanent magnets is derived 

in Maxwell software and shown in figure 8. It can be seen 

that the minimum flux density is more than zero, so there 

is no demagnetization. 
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Figure 8. Flux densities on the surfaces of permanent 

magnet. 

In next step, the effect of different pole-pair of 

suspension winding in the amount of radial levitation 

force are analyzed. As discussed earlier, for generating 

levitation force, the number of pole-pair of suspension 

winding is one more or less than the number of pole-pair 

of torque windings. So if the pole-pair of torque winding 

is two, the number of pole-pair of suspension winding is 

one or three. The effect of different pole-pair of 

suspension winding in radial levitated force is done in 

Maxwell software. Results are shown in Figure 9. 
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Figure 9. Relationships of the radial levitation force and 

suspension winding current. 

Figure 7 show relation of suspension winding current 

and radial levitation force with different pole pairs of 

suspension winding current. Curve 1 of figure 7 shows the 

relationship between radial levitation forces and 6-pole 

suspension windings current. Curve 2 of figure 7 shows 

the relationship between radial levitation force and 2-pole 

suspension windings current. As shown in Figure 7, it can 

be seen that radial levitation forces generated by 6-pole 

suspension windings are larger than that of 2-pole 

suspension windings under the same pole-pair of torque 

winding. 

CONCLUSION 

The aim of this paper is to design a surface mounted 

permanent magnet-type bearingless motor to produce 

maximum radial levitation force. First the effect of 

permanent magnet thickness was evaluated. The optimal 

permanent magnet thickness is derived 1.8 mm. Second 

the effect of pole-pair of suspension winding on radial 

levitation force was evaluated. The result shows that with 

6-pole suspension winding the levitation force is greater

than that motor with 2-pole suspension winding. So by

considering these two notes in design, in addition to

increase the radial levitation force, the size of motor is

also reduced.
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Current Measurement with Optical Current Transformer

Abstract –The development of power electrical systems causes attention to accuracy of protection elements 

and measurement values. So we need some new measuring devices with high accuracy for power 

transmission lines. One of these devices is Optical Current Transformer (OCT). Optical current 

transformers are suitable for power system protection and can replace the magnetic current transformers. 

In this paper, we described a comparison between optical current transformers and conventional current 

transformers. Using an optical current transformer has several advantages, e.g. high accuracy, low weight, 

easy installation and no-saturation. But it has some disadvantages also, like if the magnetic fields induced 

by the currents through other conductors is sufficiently high, the fault current measured will have some 

errors. In general, the optical current transformer device is more reliable and suitable for new power 

systems. 

Keywords: Optical Current Transformer, Fiber Optic, Current Sensor, Protection, Current Transducer 

INTRODUCTION 

Two of the most important components of a high 

voltage substation are CT and PT. Their task is the 

sampling of voltage and current for use in measurement 

and protection [15]. We use this equipment since the 

voltage and current at high voltage substations cannot be 

directly used for measurement and protection and voltage 

and current transformers must be used to bring down 

large amounts. In conventional CT and PT are used the 

current and voltage transformers that have the primary 

winding core, secondary winding that convert voltage and 

current. Resin, oil and gas insulating are used to insulate 

primary and secondary voltage. For various uses such as 

the protection and the measurement are used of separate 

cores. It causes measurement device to become bulky. 

The information of voltage and current are conducted by a 

wire to control room and there they are used specially. 

Conventional CT and PT were and are the best in the 

market for high voltage substations but their Grandeur 

decrease too much by introducing optical equipment 

lately. When with the increasing of Core or Burden for 

the substations, we have to replace CT due to the 

limitations of rated current or we want add a relay. We 

will not be worried due to this new method for this 

problem, because new CT does not have these problems. 

Its reason is that they can convert a current from the 

lowest amount to nearly 4000 ampere and core support by 

main sensor [12]. 

The information transition has by optical fiber from 

the main equipment and it caused a connection at CVT or 

a disruption at the Beginning CT to terminate that it 

eliminates the worry of equipment explosion. In many of 

the new optical CT and PT, Faraday principle was used 

that it is explained in this paper. In some creative 

factories, Faraday principle was not used and they use 

optical fiber for the information transition from equip to 

control room digitally that the methodology of it is 

explained in this paper. In years, recently with the 

improvement in big transition networks, the recognition 

of connections has to do with the measurement of current 

and voltage rapidly that it's possible with new methods. 

Theory 

Faraday found that when a piece of special glass is 

affected by a strong magnetic field, it becomes active. 

And optic surface spin when a flat polarized optic 

forwards through a glass in parallelism with magnetic 

lines. Since the Faraday's discovery this phenomenon was 

seen in many solids, liquids and gases. The amount of 

whirl in each material is proportional to the amount of 

magnetic field and the distance that an optic go in a 

material impractically [3,5,6,9,10,11,13,14]. 

Figure 1. Construction of MOCT 
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Magnetic - optical or Faraday Effect was reported by 

Michael Faraday first in 1845 AD [6,10,12,14]. Serious 

research and development for the application of Faraday 

Effect on highly accurate flow measurement applications 

began in the late 1970s. These efforts led to a series of 

successes in the development of measurement systems 

using optical sensors [12]. 

Faraday equations are explained briefly [3,5,8,11]: 

θ=µVHL    (1) 

θ = Rotation angle of the plane of polarization 

µ = Sample absorption Magnetic factor 

V = Verdet Constant 

H = Field intensity 

L = Length of light beam 

The distance travelled by light in a glass. Verdet 

Constant for a particular material represents the intensity 

of the effect Faraday that it expresses based on the 

amount of turning on the field intensity unit multiply at 

the unit of distance. The exact relationship between the 

magnetic field (H) and electric current (I) depends on the 

relative geometric position to another. If this relationship 

expresses to form the coefficient of K so [11,12,14]: 

θ=µV(KI)L    (2) 

In the design OCT that shown in this figure[3,6,9], 

the concentrator field concentrator senses the uniform 

field relatively that Faraday create it so Eq.2 is honest 

about it, on the other hand, because the light flow a full 

round around the conductor carrying, Eq.1 become the 

following form: 

Figure 2. Schematic configuration of optical current 

measurement [11]. 

θ=µVØHdl  (3) 

Eq.3 is written based on amp spin: 

θ=µVIN  (4) 

The number N is the conductor spins. 

Fig.3 shows an example of a Faraday sensor that the 

axis transfer, subscription and the parser have than to 

another a 45-degree rotation [3,5,9,10,11,12]. This 

rotation causes the release light intensity to do modulation 

in all systems. Meanwhile, light intensity or TD (optical 

power) on the Manifest is as follows [3,5,16]: 

ΤD = (τ0/2)(l+sin2θ)   (5) 

Figure 3. The three key optical elements in the sensor 

head of an optical current transducer 

The Electrical Signal processor admeasurement AC 

component of waveform (τ0 sin2θ/2) on DC component 

(τ0/2). So the resulting waveform is independent of the 

range of light intensity so an output optical signal become 

as the following form [2,3,11]: 

m = sin2θ 

(6) 

Then the processor combines the two equations (2 

and 5) and produces an AC output signal that is 

proportional directly to the primary flow in a high 

pressure conductor, for example in an OCT of 

concentrator plant [11]: 

I = sin-1(m)/2µkl  (7) 

In the OCT of circular plan: 

I = sin-1(m)/2µVN    (8) 

In all of these relationships m is the measuring 

quantity and another is constant. The analog processor 

circuit produces an output that is directly proportionate its 

domain with pipeline flow and a type of optical CT also 

use in phase with that. It is expressed theoretically in this 

paper. 

MATERIAL AND METHODS 

OCT Optical-CT was proposed by the creators of 

several methods by using common theory: 

1. Conventional CT with optical readout [1, 5]:

In this type, one channel of optical and completely

insulated information connects to the output of CT so 

instead of the typical copper wire is used the optic fiber in 
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the output data transmission. The methodology of 

converting the CT output to optical signal form is out of 

the discussion of this article, but we can say that do not 

open the output heads of CT is the benefit of this CT that 

it is the most important factor in the explosion of the CT 

Magnetic concentrator (core) with optical 

measurement [5,11,14]: A magnetic circuit arises around 

the conductor by ferrous core. The difference with the 

traditional CT is it that an air gap is generated in the core 

and magnetic field in the core measure in this air gap with 

optical instruments. The advantage of this design is that 

the path of light is short and simple, and smaller optical 

elements are required. 

Figure 4A. Schematic of Faraday current sensor using a 

magnetic concentrator 

2. Optical path around the conductor [2,4,5,6]:

If the path is put around the conductor carrying of

current that through it the magnetic field effects on the 

light ray. This optical package path around the conductor 

measures current similar to normal CT core. In our 

Division, this is the first plan that is not including the 

Ferromagnetic component. This type includes two 

alternatives. 

A piece of light-sensitive [5,14]: In this alternative 

of light path, actually, a piece of optical active materials 

that one round surrounds around the conductor according 

to Fig.4. 

Figure 4B. Schematic of Faraday current sensor using a 

Bulk Optic 

3. Fiber Optics [11,13,14]:

Here the light path around the conductor consists of

an optical fiber that it is wrapped to the number of rounds 

that it required to achieve the desired sensitivity. 

Figure 4C. Fiber Optics Based Current Measurement 

4. Witness Sensor [5,14]:

This converter is the latest type in our assortment and

it is only type that measurement of it does not include the 

surrounding of conductor completely. Instead, as shown 

in Figure 6, the magnetic field at a point closer to the 

conductor affects on the light distribution. 

And therefore, it is not a real current transformer. 

Although it can be said a field constant distribution 

around the conductor is a function of its current. It can be 

said that light with arbitrary polarization is composed of 

two independent components. In the case of linearly 

polarized components can be simply said that two 

components are perpendicular to each other. 

Figure 4D. Schematic of a Faraday-effect sensor, 

unlinked (Witness) type geometry 

In the OCT a light becomes polarized linearly 

initially. Any type of non-polarized light can be easily 

polarized light by passing through a polarizer. The next 

issue is to measure the spin of polarization surface. In 

fact, it is not directly measurable. Light detectors in any 

way is not sensitive to the polarization of light, rather they 

measure the power of incoming waves. In fact, it is 

proportional to field square. The methods described are 

too short in this paper: 
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Method A: 

In this method after the exiting of light from the 

optical sensor, it is entered to the other polarizer that it is 

called a parser. By placing the light parser at the side and 

right angle, we can be extracted the range of (value) 

component linearly polarized in any direction so the 

amount of light power is important [2,5]. 

If the angle between the transmission axis of a 

polarizer and a parser call α and the power of light wave 

when entering a detector called a pin. Then we have [11]: 

PDET is the light power of the detector. 

In most designs, angle A is considered the amount of 

π and can be proved that the measured current is 

independent of the input light power [3,5]. 

Fig5. Arrangement of Optical Components in Faraday 

sensor [5] 

Method B: 

In this method, the output of the parser that they are in 

the amount of relative angle equivalent π to each other is 

used. This set are within a single optical element called a 

polarization splitter. Then outputs subtract from each 

other and it is divided by the sum. A result is similar to 

method A; it is not different from method A In terms of 

sensitivity and failure. But in terms of hardware is a 

complex plan so it's less used [5,9]. 

Method C: 

Since Faraday materials are not ideal double refractive 

index so some distortion and noise are created in the route 

of Sensor due to internal stress or temperature and it 

causes elliptical polarization finally. And as a result, a 

complete analysis of output light requires using different 

angles of polarization and check frequently of output 

[3,5,7,11]. 

OPD 

OPD optical voltage transformer: Faraday's law can 

be applied to PTs, like OCTs. Voltage measurement has a 

fundamental problem and it’s that MOCT has been just 

sensitive to the magnetic field. To create such a flow, 

connecting a resistor between the line high voltage and 

ground is the easiest way. Despite the simplicity of this 

method will cause a great loss, in addition, the resistance 

depends on the temperature cause accurately measure to 

lose. The best way is to use a capacitor that has no 

resistance problems [3,6]. 

The capacitor I = Cdv/dt so I = -j2πfCv, 90 degree 

phase difference between current and voltage value is 

easily compensated by electronic circuits [6]. Fig.2 shows 

the MOVT. 

Figure 6. MOVT Schematic & Insulating Column 

Calculations show that current through the capacitor is 

not sufficient that a MOCT be measurable with a spin of 

current. We know that MOCT like CT with iron Core is 

sensitive to the number of current carrying wire Spin so 

with the increased of these numbers, we can create the 

sufficient magnetic field for glass sensor. Fig.6 shows it. 

MOCT can be used together and a MOPT and Base 

and bushing are put. The digital method can also be used 

for CVT that it has advantages of DOCT. Fig.7 shows it: 
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Figure 7A. Digital method for using CVT 

Figure 7B. Digital method for using CVT 

Advantages and disadvantages 

The use of MOIT and DOIT (Digital Optic 

Instrument Transformer) has many advantages that they 

are reasons of Expand its use. The equipment is used in 

measurement and protection units of substations from the 

distribution voltage to high voltage. 

The use of electronic–Monitoring systems creates 

measurement, protection with high reliability and wide 

dynamic range. 

A. Advantages:

1. The subject of creating noise is ruled out due to the

use of optical fiber [3,5,13,15]. 

2. Resistance to Acoustic and Electromagnetic

parasites is excellent that it plays an important role in 

protecting [2,14]. 

3.The internal problems of MOITs and DOITs cause

connecting with lines and substations so it causes the 

traditional equipment to explode very dangerous. In 

addition, it can damage surrounding equipment [10,14]. 

4.In terms of size and weight, they have small size

and low weight. The size of equipment can be a great help 

in substations that have land problems and they cause the 

foundations and structures to remove and they have high 

costs. The probable installation and relocation does not 

require heavy machinery that it is huge economy 

[5,12,13,14]. 

5.During installation, do not require cutting the

insulated conductors. It causes re-insulating to prevent 

[2,13]. 

6.Having sufficient electrical insulation resistance

[5,14]. 

7.Lack of magnetic saturated. Due to Lack of core,

there is no saturation that it solves many protection and 

Measurement problems [10,14]. 

8.Lack of Ferro resonance phenomena and hysteresis

[6,10,14]. 

9.The measurement error is less, than 0.3%

[1,2,3,16]. 

10.The power supply is not used in the HV section in

DOITs [8]. 

11.Self-supervision is possible in DOITs [8].

12.In DOIT and MOIT, the lack of transmission

signal attenuation is problematic in conventional CTs. 

13.The ability of high mechanical withstands [6].

14.The ability to install common with other

equipment [5]. 

15.Complete isolation in high voltage section and

control room [11]. 

16.Full compatibility the output with computers that

will have the most responsibility in the future and new 

substations [11]. 

17.The output of conventional CT and PT can

support new optical systems (Relays and measuring 

devices) and conversely. 

18.Protection against the opening of output in CTs

and shorts PTs [3,15]. 

19.PCB that is severe environmental pollutants are

not used [6,10]. 

20.The measurement and analysis of current with

higher harmonics [5,7,9,12]. 

21.There are not any Burden and Class [5,12].

B. Disadvantages:

1. If the magnetic fields induced by the currents

through other conductors is sufficiently high, the fault 

current measured will have some errors. Since many 

conductors in the substation adopted air insulation, it is 
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possible for the Faraday sensor to detect the fields 

resulting from the fault current by other conductors [5]. 

2. The effect of temperature on glass sensitive sensor

causes duality of the refractive index and it causes 

polarized light to distort and Light with linear polarization 

has become into elliptical and it causes unwanted 

disturbances to create (refractive index becomes various 

amounts at different temperatures) [3]. Of course, with 

modern methods, this problem has been solved. One of 

these methods is the use of diamagnetic glass. It is 

independent of the effects of temperature and it can be 

used without danger from 50 to 110° C [2,11]. 

3. Faraday Effect is related to the wavelength of light

in the system. To remain constant wavelength of led, a 

temperature controller is used. Thermal expansion and 

vibration effect on the magnetic field adversely and this 

problem is solved by loop system. 

4. In the optical fiber sensors being used on materials

such as adhesives, Resin, thin strips of electrical 

insulation and these materials evaluated carefully. 

Because it is difficult to assess each material separately, 

longevity or aging experiments are done for optical 

sensors overall. 

5. Bending of Optical fiber amply causes the

refractive index of the fiber of changes and response 

sensitivity to Reduce and the influence of temperature to 

increase, especially in hoops that have several rounds of 

wire. 

6. Because output quantities of MOITs are negligible,

despite the simplicity of the building they need to have 

very high accuracy when they design and build. 

7. In MCVTs, optical fiber must pass through the oil

and the inside of the tank and it causes its Coating to be 

destroyed so must forecast that it reinforce.  

CONCLUSION 

Rapid advances in the quality of performance and 

costs of the optical fiber and electronic equipment to 

encourage development of measuring trances based on 

new technology. 

We have provided an experimental comparison of the 

performance of the optical current transformers with 

conventional magnetic current transformers. The results 

have confirmed that the OCTs are suitable for power 

system protection and can replace the magnetic CTs. 

Similar comparison can be performed with other 

technologies of optical CTs, like magneto-optic and fiber 

optic current sensors. 

Future goals are systems for advanced tariff 

measurement and protective relays for this technology. 

Waveform of Measurement and Protection by MOCT was 

set both in terms of time zones and the frequency very 

excellent. Values of RMS of Output current in 

conventional CTs and Moct are measured by less than 

0.1% difference from each other that it showed the high 

quality of the Moct output signal, it can use with a great 

inductor to connect with applications and devices and 

observed that MOCT does cloning and replication 

expected harmonics in the power system. 

The results of parallel comparing experiments (Two 

types CT) showed that during a 4-month period of 

operation only a 0.4 percent difference has occurred in the 

counter numeration. 

Continuous activities and research investments in the 

development that has been done by different companies 

and manufacturers decrease costs naturally and make 

advanced technology in future. 
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Reliability Constrained Energy and Reserve Scheduling of Microgrids Including 
High Penetration of Renewable Resources 

INTRODUCTION 

Increasing deployment of renewable energy sources 

in Microgrids implies that MGOs will need to handle the 

random and uncertain nature of RESs like wind and PV in 

order to continuously preserve the supply-demand balance 

[1]. Microgrid, as a low voltage small distribution 

network illustrated in Fig. 1, integrating renewable and 

conventional energy sources, energy storage and loads in 

order to local production of electricity as well selling 

power back to the upstream network [2]. Energy and 

reserve scheduling of a MG has substantial differences 

from the large power system due to the flexibility and 

usability of MGs depend on their composition [4]. The 

MGs energy scheduling, including renewable generation 

in a MG, have been studied in many works [5-7]. 

Figure 1. Microgrids [3] 

In study of Foo Eddy et al. [5], a multi-agent based 

system for coordination of MG is proposed. Although the 

developed multi-agent system ensures proper operation 

scheduling of MG but uncertainties of renewable energy 

sources is ignored. In study of Xiong Wu et al. [6], a 

hierarchical framework for MGs energy scheduling is 

Abstract – Due to environmentally and economically advantages, high deployment of renewable energy sources (RES) 

such as wind or photovoltaic (PV) units in Microgrids (MG) has been increasing in recent decades. On the other hand, 

random and uncertain nature of the RES poses a challenge to Microgrid operators (MGO) for energy and reserve 

scheduling considering reliability constraints. To address this problem, a novel probabilistic energy and reserve 

scheduling method is proposed in this paper. The proposed method maximizes the Microgrid net benefit and 

reliability so that the optimal requirement reserve is determined by a tradeoff between reliability and economics.  

Keywords: Microgrids, renewable energy sources (RES), energy and reserve scheduling, expected energy 

not supplied (EENS). 
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proposed. The upper level the MG operation cost is 

minimize while the lower level combines scheduling of 

renewable energy sources and energy storage unit in order 

to minimize uncertainties of  power generation of RESs. 

However, reliability constraints are not investigated by 

authors.  In study of Duong Nguyen et al. [7], an optimal 

stochastic day-ahead energy scheduling framework of 

MGs has been proposed incorporating the uncertainties of 

renewable energy sources. However, procurement reserve 

for satisfying wind and PV power uncertainties has not 

been taken into account within the proposed stochastic 

day-ahead MG scheduling. 

The study of Khodaei [8], explores resiliency-

oriented MGs optimal scheduling problem. The proposed 

model minimizes the load shedding by optimally MG 

scheduling when supply of power from the upstream 

network is disconnected for a specific period of time. 

However, uncertainties of renewable energy sources are 

not included in the proposed model. In study of Cecati at 

al. [9], a combined operation of renewable energy sources 

and responsive loads is optimized in the MGs. By 

combining supply and demand scheduling, it permits a 

better use of renewable energy sources and a decrease in 

the payment cost of responsive loads. Islanded MGs 

scheduling model including renewable energy sources and 

battery storage unit is proposed in [10]. In this regard, the 

MG operation cost including battery life loss cost, 

operation and maintenance cost, fuel cost, and 

environmental cost is minimized. In study of Duong 

Nguyen [11], an optimal bidding strategy for MGs is 

presented. The proposed method enables MGO to 

determine optimal day-ahead hourly bids that maximize 

the MG profit by a risk constrained stochastic 

programming approach.  

To the best of our knowledge, no probabilistic energy 

and reserve scheduling method in Microgrids with high 

deployment of renewable sources considering reliability 

constraints has been reported in the papers. Accordingly, 

this paper address this issue by proposing a probabilistic 

approach for energy and reserve scheduling of Microgrids 

in which reliability constraints are taken into account. 

The remaining paper is organized as follows. The 

uncertainties of wind, PV and Microgrid demand are 

described in section ‘Uncertainties modeling’.  The 

proposed method is introduced in section ‘energy and 

reserve scheduling ’. A case study is examined in section 

‘simulation results’. Conclusion section is explained in 

section ‘Conclusion’.  

MATERIAL AND METHODS 

UNCETAINTIES MODELING 

The random output power of renewable energy 

sources such as wind and PV units is caused a significant 

uncertainty into MG scheduling. As well, the load 

forecasting uncertainty at the MG level is high [12]. In 

this section, the uncertainty of wind power, PV power and 

load is modeled. 

A. Load Demand

The MG load demand forecasting uncertainty can be

obtained from historical data set. According to power 

system, a normal distribution probability as shown in Fig. 

2 with a large standard deviation is used [7]. 

Fig. 2 – Probabilistic Load Model 

B. Wind Power

The probability density function of wind speed which

is modeled by the Weibull distribution [2] is shown in 

Fig. 3 and given by: 
( 1) ( / )( ) ( / )( / ) ,       0

kk v cf v k c v c e v     (1) 

Where, ,  and  represent wind speed, shape and 

scale factor respectively. 

 Fig. 3 – Wind speed probability Model 

The power generation of the wind unit can be 

calculated by: 

   

0        

/     

 

i o

r i r i i r

r r o

for v v and v v

w w v v v v for v v v

w for v v v

 


    


 

      (2) 

Where, ,  and  are cut-in, cut-out and rated 

speed of wind turbine, respectively. Also,  is rated 

power of wind turbine. 
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C. PV Power

The probability density function of solar irradiance

which is modeled by the bimodal distribution [11] is 

shown in Fig. 4 and given by: 
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Where,  and  are solar irradiation and weight 

factor, respectively,  and  are shape factors,  and 

are scale factors. 

Fig. 4 – Solar irradiance probability Model 

The power generation of the PV unit can be calculated 

by: 
PV PVp S g   (4) 

Where,  is PV power generation, and  are PV 

total area and efficacy, respectively. 

D. Scenario Generation

Monte Carlo sampling method [11] is used to sample

day-ahead load demand, wind speed and solar irradiance 

according to their aforementioned probability 

distributions. Then wind and PV power generation can be 

calculated using equations (2) and (4), respectively.  

ENERGY AND RESERVE SCHEDULING 
In this section, the mathematical formulation of the 

proposed method is described. 

A. Objective function and constraints

The objective of proposed method is to maximize the

total benefit of the MG: 

,

1 1

, , ,

1 1

, ,

1 1

max ( )

. .

T I

i t

t i

T I

i i t i i t i i t

t i

T I

i t i t

t i

MP t P

a U b P SC K

q R EENS VOLL

 

 

 






     


    









 (5) 

Where,  is wholesale market price,  and 

are power generation and status of unit  during period , 

respectively. ,  and  are cost coefficients and start-

up cost of unit , respectively.  and  are reserve cost 

and its value related to unit , respectively. Reliability cost 

is equal to expected energy not supplied (EENS) caused 

by load demand, wind and PV power uncertainties and 

value of loss of load (VOLL) is taken into account. 

The constraints of proposed model are depicted as 

follow: 

 Load balance constraint

,
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     (6) 

Where, is forecasted MG load demand during 

period . 

 Reliability constraint
max

t tLOLP LOLP
        

(7)

Where, LOLP is probability of loss of load caused by

load demand, wind and PV power uncertainties. 

 Reserve constraint
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Where,  is ramp up rate of unit  during period . 

In addition, each unit is subject to its own operating 

limits, which consist of the maximum and minimum unit 

limits, minimum up and down time limits and ramp up 

and ramp down limits [9]. 

B. Reliability formulations

The mathematical formulation of LOLP and EENS are

presented as bellow: 
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Where, ,  and  are numbers of  load demand, wind 

speed and solar irradiance generated scenarios in Monte 

Carlo method, respectively.  
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Where, load demand, wind speed and solar irradiance 

scenarios are ,  and , respectively. 
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The , and are forced outage probabilities 

[13] of zeros, one and two units, respectively.
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Where,  is forced outage rate (FOR) of unit . 

RESULTS 

In this section, the proposed model is implemented on 

the MG as illustrated in Fig. 5. Hourly load, wind speed 

as well wind turbine, solar irradiation as well PV array 

and price data are drive from [2]. 

Technical and economic data of units was taken from 

works of Chen at al. [3]. Reserve cost and FOR let fix and 

equal to 0.04 $/kWh and 0.006, respectively, while VOLL 

is set to be 1000 $/kWh. 

Figure 5. Test Microgrid 

Energy scheduling of MG units is shown in Fig. 6. As 

shown in Fig. 6, in the hours with high wholesale price 

MGO using local units’ energy production and sell back 

extra energy to upstream grid. The profit of MGO is 189 $ 

in this case.  

Figure 6. Energy scheduling of MG units 

Reserve scheduling and available reserve of MG is 

illustrated in Fig. 7. As shown, with increasing energy 

production of RESs and load demand of MG, requirement 

reserve of MG is grown while available reserve of MG is 

reduced. 

Figure 7. Reserve scheduling and available reserve of 

MG 

Loss of load probability is presented in Fig. 8. As 

depicted, with increasing energy production of RESs and 

load demand of MG, uncertainty is grown. In this case 

study  is set to be 0.005. 

Figure 8. Loss of load probability 

Reserve scheduling of MG with different FOR is 

shown in Fig. 9. As shown, with increasing of FOR, 

forced outage rate of units is grown and as a result 

requirement reserve of MGO is exceeded. 

Figure 9. Reserve scheduling for different FOR 
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Reserve scheduling of MG with different wind 

penetration is shown in Fig. 10. As illustrated, with 

increasing energy production of wind unit, uncertainty is 

grown and as a result requirement reserve of MGO is 

exceeded. 

Figure 10. Reserve scheduling for different wind 

penetration 

Reserve scheduling of MG with different VOLL is 

shown in Fig. 11. As shown, with increasing VOLL, cost 

of MGO caused by load shedding is grown and as a result 

requirement reserve of MGO is exceeded. 

Figure 11. Reserve scheduling for different VOLL 

DISCUSSION 

Microgrids provide various benefits for consumers in 

terms of reliability and economy. However, the economic 

benefits of MG should be studied to justify high 

penetration of renewable resources while considering 

reliability constraints in the scheduling process. Specific 

features of proposed energy and reserve scheduling of 

MG are listed as follows:  

1- Considering reliability constraints in energy and

reserve scheduling of MG. 

2- Proposed a unified and mixed integer linear

mathematical formulation for modeling the problem. 

3- A comprehensive uncertainty modeling using

Monte Carlo simulation technic. 

4- Doing a sensitivity analysis for evaluating

reliability parameters. 

CONCLUSION 

In this paper, a probabilistic method for energy and 

reserve scheduling of MG is proposed. Effeteness of the 

proposed method is demonstrated by implemented on the 

MG and simulation results are analyzed. The results show 

that the MG profit is maximized while reliability 

constraints are met. 
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Abstract – Line-start PM synchronous motor can be used immediately instead of the conventional induction 

motor for many applications because of its  advantages like high efficiency, high power factor and high 

power density compare to induction motor, especially for small motor sizes. This paper is a review on 

research about different aspects of LS-PMS motors presented in literature. LSPMS motor model and 

parameters, starting and synchronization, cogging torque, pm demagnetization and harmonics are the topics 

covered in the paper. Besides many researchers designed, simulated and prototyped different LSPMS motors 

which their results are summarized in this paper.  

Keywords: Line Start Permanent Magnet Synchronous Motor, LSPMSM 

INTRODUCTION 

Electric Motors in Industrial applications consume 

between 30% and 40% of the generated electrical energy 

worldwide. So higher efficient electric motors can lead to 

significant reductions in energy consumption and also 

reduce environmental impact. Despite the wide variety of 

electric motors available in the market, three-phase, 

squirrel-cage induction motors (IMs) represent, by far, the 

vast majority of the market of electric motors. For many 

applications, a permanent magnet (PM) synchronous 

motor can be designed smaller in size and more efficient 

as compared to induction motor. In particular, line-start 

PM synchronous motor can be used immediately instead 

of the conventional induction motors for applications in 

pumps, air conditioners and fans [1, 2]. 

LS-PMS motor model 

An LS-PMS motor consists of a single or poly-phase 

stator as same as induction motor and a hybrid rotor 

involving electricity conducting squirrel cage and pairs of 

permanent magnet poles. 

Different combinations of the cage, pole shapes and 

pole locations have been presented for the rotor so far. 

The motor starts as an induction motor by the 

resultant of two torque components i.e. cage torque and 

magnet opponent torque (breaking torque). When the 

motor speed reaches near synchronous speed, a 

synchronization process begins and motor operation is 

transferred to synchronous state when no eddy current 

flows into the cage bars except harmonics field currents. 

In synchronous state two torque components i.e. a 

reluctance torque component and a synchronous torque 

component cause the rotor motion. 

A two-axis dynamic model of three phase line start 

permanent magnet synchronous motor in rotor reference 

frame can be given by voltage, flux, and torque equations. 

The dynamic performance of LS-PMS motor in a 

stationary d-q reference can be described by this model. 

[1]. 

In Marcic et al. [3] study the magnetically linear two-

axis LSIPMSM dynamic model with the flux linkage due 

to permanent magnets as a parameter is presented. In this 

work the parameters of the model are determined by the 

differential evolution (DE). The authors showed that the 

DE is a very suitable tool for determining parameters of 

the LSIPMSM dynamic model. 

NdFeBr magnets are very temperature sensitive. 

Abbas et al. [4] studied the effect of temperature variation 

on the performance of an industrial LS-IPMSM is carried 

out by finite element method. Inductances sensitivity 

analysis of these motors is also studied and finally, the 

PM demagnetization due to abnormal operating 

conditions is presented. 

Štumberger et al. [5] presented the usage of a lumped 

parameter dynamic model with current-dependant 

variable parameters in LSIPMSM dynamic performance 
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evaluation. For the identification of model parameters the 

finite element method procedure, is used. The variations 

of model parameters 

(squirrel-cage resistances, stator and rotor self-

inductances, and mutual inductances in d- and q-axis) are 

determined by post-processing of FEM output data. 

Lu et al. [6] studied a simple experimental method to 

determine the magnetization characteristics of an 

LSPMSM are proposed. Numerical and experimental 

investigations have been performed to validate the 

determined characteristics. The results obtained from 

experiments are found to closely match with that of the 

numerical investigations. Also Lu et al. [7] studied 

exclusively a novel magnetic circuit model to design 

LSPMSM with improved starting performance is 

proposed. Further, a detailed procedure to deal with the 

design issues with the help of the developed magnetic 

circuit model is discussed and validated by developing a 

machine where the trade-off between their starting 

performance and efficiency post-synchronization has been 

reached. 

Starting and synchronization 

Starting and synchronization of LS-PMS motors have 

been challenging issues concerned by many researches so 

far. Magnet braking torque is not the only deficiency of 

LS-PMS motors starting. The motors also suffer from a 

sensitive dependency of starting process on input voltage, 

shaft inertia momentum and cages resistance. With a 

reduced input voltage, the motor starts more slowly and 

even may fail in synchronization. The settling time of 

speed curve also increases with falling of input voltage. 

There is an optimal value for cage resistance out of which 

the motor does not start properly. 

By increasing the load inertia, the motor starting 

deteriorates. This may lead to high torque pulsations in 

induction mode, not reaching the synchronous operation 

at all. [1] 

In Honsinger et al. [8] study, the permanent magnet 

machine during asynchronous operation has been treated 

using generalized machine theory. The main body of the 

paper is concerned with the calculation of torques and 

currents during run-up.  

Miler [9] described the synchronizing process in line-

start PM Ac motors, with particular emphasis on the 

analysis of factors that influence the synchronizing 

capability. He showed that of the two components of 

synchronous torque, the magnet alignment torque 

contributes much more to the synchronizing capability 

than the reluctance torque, and this leads to a better 

starting capability for PM motors than for pure reluctance 

motors of the same size. 

Soulard and Nee [10] studied a simple method to 

define the maximum load torque that can be synchronized 

by LSPM motors has been presented. Authors defined a 

pull-in criterion by using a Lyapunov function. The model 

is derived and a Lyapunov function is defined using the 

Lagrange-Charpit method. Experiments and simulations 

are compared to check the validity of the model. Finally a 

criterion to define the capability of synchronization of 

LSPM motors is presented.  

In Fengbo et al. [11] study, the starting process of 

high-voltage permanent magnet synchronous motor is 

calculated and analyzed by the time-stepping Finite 

Element Method coupling with field and circuits. The 

starting performance is analyzed by calculating the 

equations of transient electromagnetic field and 

mechanical movement equations. In this paper showed 

that increasing the number of cage bars can enhance Pull 

capacity of the HV-PMSM. The Pull-in torque was 

improved, the starting time was reduced. But the change 

will also increase the starting current, so the number of 

cage bar should be selected according to different 

requirements in practical application. 

In Takegami et al. [12] study, the purpose of 

calculating asynchronous starting characteristics of an 

LSPMM, the method of the constant decision is 

described. In addition, the calculating results are 

confirmed by a comparison with an experimental result.  

Stoia et al. [13] has proposed a study of 

synchronization capability of LSPMSM with very high 

cage resistance and small saliency ratio. The high value of 

the rotor resistance of the designed motor has beneficial 

effects on the early start, but the synchronization occurs at 

a large value of the slip and is relatively difficult. A 

minimal optimum value of synchronization energy has 

been found for the no-load voltage which maximizes the 

critical electromagnetic torque. 

In Hassanpour Isfahani et al. [14] study, a simple 

analytical method for finding critical slip in 

synchronization assessment of LSPMS motors is 

presented. Appropriate approximations are employed  in 

the method resulting in significant simplification of the 

method with reasonable accuracy. The proposed method 

is time efficient and can be easily included in iterative 

design procedures. Accuracy of the proposed method is 

evaluated by dynamic analysis of two different motors. 

Also, the experimental results are presented to support the 
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analytical and simulation results. Also in Hassanpour 

Isfahani et al. [15] study, different effects of magnetizing 

inductance of line start permanent magnet synchronous 

motors on the motors starting performance are 

investigated in three different ways. First, the relation 

between the magnetizing inductance value and the 

average and pulsating torques during asynchronous 

operation of motors is discussed. A critical load value is 

determined to assure the motor start-up. It is shown that 

this critical load significantly depends on the value of 

magnetizing inductance. It is also shown that an increase 

in the magnet flux and saliency reduces this critical load 

effectively, especially when the magnetizing inductance is 

small. A dynamic model of motors is then presented to 

study the starting performance of two motors with 

different magnetizing inductance values to support the 

discussions. Finally, the finite-element method is utilized 

to take into account the saturation, cross magnetization, 

asymmetrical rotor cage bar resistance, etc. The FEM 

results verify the results obtained from dynamic 

simulations. 

In Nedelcu et al. [16] study, influence of various 

geometrical design parameters (i.e. geometry of PMs, flux 

barriers and rotor bar cross section) on the starting 

characteristics of a LSPMSM is carried out. The effect of 

modifying the geometrical configuration of PMs, rotor 

bars and flux barriers on the LSPMSM starting capability 

is analyzed using the FLUX software package. This study 

is proved to be useful for the optimal design of the 

machine with the purpose of improving its start-up 

capability, one of the most sensible points of LSPMSM. 

Rabbi et al. [17] studied a simplified analytical 

method to determine the critical slip and the critical 

inertia of a line start IPM motor based on average torque 

analysis is presented. The synchronization process of a 

line start IPM motor has been explained in details. Also, 

the mathematical formulations of braking torque, cage 

torque and synchronous torque have been presented. An 

experimental investigation has also been carried out to 

determine the synchronization performances of a 

laboratory 1 hp, 3-phase, 4-pole IPM motor fed from a 

fixed 3-phase 60Hz ac supply. 

Cogging torque 

Cogging torque arises from interactions between 

permanent magnets mounted on the rotor and the 

anisotropy originated by stator windings slots. These 

cause variations of the magnetic field energy during the 

rotation. Cogging torque lowers torque quality and affect 

smooth running of the machine, producing vibrations and 

mechanical noise [18]. 

In Yang et al. [19] study, the analytical method is 

used to find the relationship between the pole arc 

coefficient and cogging torque. Then, according to the 

analytical result, the feasible region of the pole arc 

coefficient of the PM is derived. With the feasible region 

of pole arc coefficient, the improved domain elimination 

method and finite-element method are combined to 

optimize the pole arc coefficient of the PM to minimize 

the cogging torque of permanent magnet motor. The 

authors showed with this method, the computing time 

decreases notably, and the cogging torque is greatly 

reduced.  

Bing-yi et al. [20] studied, a novel structure of motor 

which the number of slots per pole per phase q is less than 

1 is proposed. The authors showed that the line-start 

PMSM with a new structure has good starting and 

running performance. The value of cogging torque is 

smaller than conventional PMSM. Simulation and 

prototype test results show that this novel structure is 

reasonable.  

In Chu and Zhu [21] study, the influence of skewing 

on the torque ripples in PM machines with different 

magnet shapes and loads is investigated. Although the 

investigation is carried out on the SPM machines, the 

conclusions are also applicable to the interior PM 

machines and the electrically excited machines, where the 

influence of armature field and magnetic saturation is 

more significant. 

In Bianchini et al. [22] study, an overview of the 

methods for cogging torque reduction in IPM 

synchronous machines is presented. The various methods 

are compared on a common reference machine (12-slot 4-

pole IPM machine) by extensive FEM simulations. The 

results show that some techniques d2eveloped for SPM 

machines can be easily applied to IPM machines as well.  

The authors suggest that care should be used when 

adopting design solutions for cogging torque reduction in 

IPM machines as, in some cases; they could negatively 

affect the torque quality at full load. For best results, 

during optimization it is advisable not to focus only on 

cogging torque reduction but to monitor the side effects as 

well. 

In Lee et al. [23] study, torque ripple in the IPMSM 

according to the rotational speed is presented. The authors 

showed that torque ripple of the IPMSM tends to increase 

when flux weakening control is applied. They proposed a 

method to find harmonic injected current to achieve 
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minimization of torque ripple. This method can be used to 

improve the accuracy of speed and position when flux 

weakening control is applied. 

Permanent Magnet 

The irreversible demagnetization of permanent 

magnet due to the armature reaction during the starting 

process of line-start permanent magnet synchronous 

motor (LSPMSM) has tremendous influence on its 

performance, even makes the machine unable to work. In 

Kang et al. [24] study, the irreversible demagnetization 

characteristics of a ferrite-type permanent magnet in the 

line-start PM motor is carried out by using the two-

dimensional finite element method. The demagnetizing 

currents are calculated from the transient analysis in 

combination of voltage equation and mechanical dynamic 

equation, and peak currents are applied to the irreversible 

demagnetization analysis computed by 2-D FEM. The 

nonlinear characteristic of the magnetic cores has been 

considered as well as that of a permanent magnet on the 

B-H curve in the analysis of irreversible demagnetization.

In Lu et al. [25] study, the armature reaction

demagnetization during the starting process of LSPMSM 

has been calculated, and the variety of influencing factors 

has been studied. Analysis results shows that 

demagnetization is more prone to occur when start-up 

time is longer because of larger load or larger inertia or 

lower supply voltage, or because of a specific initial rotor 

position especially during the light-load starting process. 

In Lu et al. [26] study, authors made an effort to 

study the causes and effects of permanent magnet 

demagnetization in permanent magnet machines and 

proposed an exclusive artificial neural network (ANN) 

based permanent magnet demagnetization detection 

scheme. A laboratory 2.8 kW line-start permanent magnet 

synchronous machine (LSPMSM) is used in the 

numerical investigations for initiating permanent magnet 

demagnetization and detecting the fault. 

In Shen et al. [27] study, four rotor configurations are 

proposed to protect the magnets from demagnetization, 

and their effectiveness is comparatively studied. It is 

shown that the configuration with both dual cages and 

magnetic barriers performs the best to protect the 

magnets, and hardly deteriorates the normal operation 

performance. The line start permanent magnet motor is 

noted as an alternative to the induction motor because it 

offers a very high efficiency and unity power factor. 

However, a high manufacture cost as compared to an 

induction motor is disadvantage.  Thus, the post-assembly 

magnetization of the NdFeB magnet is considered to 

reduce the material and the manufacturing costs. In Lee et 

al. [28] study, the magnetizing fixture that magnetizing 

the NdFeB in the rotor of LSPM is designed and its 

characteristics of magnetization are analyzed. The eddy 

current occurring in rotor bars disturbs the magnetization 

of NdFeB. To reduce the eddy current occurring in the 

rotor bars the authors have investigated the magnetization 

characteristics for various coil-turn and dimension of 

rotor bars by time stepping the FEM with model. The 

analysis results agree well with experiment results.  

In Lee and Kwon [29] study, the design procedure 

and methods for designing the post-assembly 

magnetization system of the LSPM are proposed. The 

design procedure is focused on the design of the 

capacities of the magnetizer and the coil-turns. The 

methods for designing the post-assembly magnetization 

system are to increase the number of coil-turns and to 

reduce the rotor bar size in order to reduce the eddy 

current. In order to improve the efficiency, the rotor is 

redesigned and manufactured. In addition, the 

magnetization system for it is designed and manufactured. 

In Stoia et al. [30] study, a graphical-analytical 

method for the size up procedure of PMs used in 

LSPMSM is proposed. Using this theoretical approach the 

amount of magnet for the required dynamic and steady 

state performances of this motor can be calculated. The 

designed operating point of the PM offers the advantage 

of a large magnetic energy density, near of its maximum. 

HARMONICS 

One of the drawbacks of LSPMSM is higher 

harmonic contents of flux density, as well as current and 

electromagnetic torque in comparison to an induction 

motor.  

 In Kurihara et al. [31] study, a method for analysis to 

obtain steady-state currents and torques of permanent 

magnet synchronous motors including space harmonics is 

presented. Time-stepping finite element techniques 

including the rotor movement are proposed, where both 

terminal voltage and load angle are given as the known 

values. The agreement between calculated and measured 

results of the synchronous performance in an 

experimental motor is good. 

In Zawilak and Zawilak [32] study, on the basis of 

field-circuit calculations, investigation of higher 

harmonics of flux density, back emf, armature current and 

electromagnetic torque in a Line-Start Permanent Magnet 

Synchronous Motor have been conducted. The paper 
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presents a new construction of rotor with variable slot 

width. It is characterized by much lower amplitudes of 

magnetic field zonal harmonics. This new design has been 

compared with a typical LSPMSM construction.  

In Rong and Manfeng [33] study, authors focus on 

the harmonic suppression function of the damper 

windings for air-gap magnetic field of line-start 

permanent magnet synchronous motors (LSPMSM) using 

finite element analysis. The simulations and the tests for 

the line-start PMSM designed by the author were 

compared, and the results shown in this paper have 

confirmed the validity of harmonic suppression function 

of the damper windings, and it is practical value for the 

reasonable design of line-start PMSM. 

Design Aspect 

In Kurihara and Azizur Rahman [34] study, a 

successful design of a high-efficiency small but novel line 

start PM motor using NdFeB magnets was developed and 

tested. It is designed to operate both at line and variable 

frequencies. The IPM motor can start and synchronize 

with large load inertia. Time-stepping finite-element 

analysis has been used to successfully predict the dynamic 

and transient performance of the prototype motors. It has 

been found that the proposed design has yielded 

successful simulation and experimental results. The 

maximum load inertia corresponding to the rotor-bar 

depth has been given from the simulation results. 

In Bingyi et al. [35] study, the structural 

characteristics of the multi polar line-start PMSM for the 

low-speed and high torque gearless driver system has 

presented. The special structures of the stator and rotor 

have been analyzed. And how temperature influences the 

performance of the motor is also indicated. Moreover, 

how to select the length of air-gap and the size of 

permanent magnet is discussed. Also a high performance 

multi polar line-start PMSM is designed by MATLAB. 

The computer simulation results of starting process of the 

motor are given by ANSOFT base on FEM. The 

simulation results indicate the design scheme for the multi 

polar line-start PMSM is feasible. 

Yang et al. [36] study, aims at optimal analysis and 

design of a three-phase line-start PMSM with simple 

structure, low cost and good performance. A prototype 

with 4 magnet poles is designed and manufactured. 

Simulation and experimental results are approximately the 

same and the prototype essentially satisfies the design 

request.  

In Lu and Ye [37] study, a large capacity LSPMS 

motor which keeps the configuration as much as that of 

induction motor in order to reduce the manufacture cost is 

proposed. Its transient and steady-state performance is 

predicted by a useful dynamic FEM model that is 

validated by experiment on an induction motor. 

Compared with the induction motor, this LSPMSM not 

only has higher efficiency and power factor, but also has 

sufficient starting ability on full load.  

In Xiaochen et al. [38] study, a solid rotor permanent 

magnet synchronous motor (PMSM) is developed for the 

electric propulsion part in electric vehicles (EV). The 

rotor in this kind of motor is composed of splits solid 

rotors, interior permanent magnets and starting bars. In 

this paper, a 30kW solid rotor PMSM with simply 

structure was taken as the analysis model, and the 

numerical calculation model under assumptions, as well 

as the solving regions of the derived model, is proposed. 

Starting performance and operation performance are 

analyzed, and some parameters as stator current, power 

factor and torque-speed characteristic are obtained. The 

calculated results show good agreement with the 

experimental data. 

In Kim et al. [39] study, a comparison between three 

architectures of line-start PM motors for oil-pump 

application is presented. This paper is focused on the 

performances in synchronous operation as well as the 

self-starting operations. Effects of electrical parameters 

on the starting and steady performance characteristics are 

demonstrated to find a satisfying design to meet required 

performances. 

In Peralta-Sánchez and Smith [40] study, a new form 

of line-start PM machine that uses a simple canned rotor 

construction with surface mounted magnets has described. 

The rotor can acts as the induction winding to provide the 

line-start capability and also provides a dual role as an 

environmental shield for applications where this is 

necessary. This paper has also developed a transient 

electromechanical model using a classical two-axis model 

combined with a layer model to determine certain motor 

parameters. This paper also includes experimental results 

of the dynamic starting and synchronization performance 

from a prototype 2.5-kW motor and examines the 

influence of certain key design features on 

synchronization. 

In Fei et al. [41] study, a high-performance line-start 

permanent magnet synchronous motor which is developed 

by simple modifications of an off-the-shelf small 

industrial three-phase IM with minimized additional costs 
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is presented. Two-dimensional dynamic finite element 

analysis models are employed to assess the machine 

performances, which are validated by comprehensive 

experimental results. The experimental comparison 

between the amended LSPMSM and the original IM have 

indicated that significant improvements in efficiency and 

power factor can be achieved by the proposed motor. 

In Stoia et al. [42] study, an analytical design method 

for the LSPMSM, considering the asynchronous starting 

and the synchronous steady state parameters is proposed. 

Using this theoretical approach, all the synchronous and 

asynchronous starting characteristics can be calculated.  

In Yaojing and Kai [43] study, a two-pole three-

phase high power line-start permanent magnet 

synchronous motor is introduced. 

The authors described the operating principle and 

structural features of the line start PMSM . An interior 

PM rotor structure is presented, which adopts a radial-set 

of permanent magnets with multi-section for each pole. A 

motor model is then established by employing the finite 

element analysis software JMAG-Studio. The transient 

electromagnetic field is calculated and analyzed using the 

time-stepping FEM coupling with magnetic field analysis 

with electrical circuits. The starting process and steady-

state performance are simulated. 

A high-efficiency Line Start Permanent Magnet 

Synchronous Machine is designed in Jazdzynski and 

Bajek [44] work, to meet efficiency requirements, which 

can be expected for motors of a class IE4 in a new 

standard classification. A magnetically linear analytical 

model of the LSPMSM has been developed and 

investigated. The task to find a best design solution has 

been defined as a bi-criterial optimization problem, with 

criteria functions representing the interest of both the 

producer and end user. Calculation results were validated 

by means of a magnetically non-linear FEM model, 

before and after the optimization.  

In Feng et al. [45] work, the supper premium 

efficiency LSPMSM is researched and developed. The 

challenges and key design techniques are introduced. Also 

the advanced digital simulation is used for designed 

performance evaluation. The prototypes have been built, 

tested, analyzed and compared with calculated data. The 

results show that the supper premium LSPMSM has much 

better efficiency, power factor, and power density, smaller 

frame size and less material consumption compared with 

Premium efficiency IM, leading to cost down and energy 

saving in various applications. 

In Ruan et al. [46] study, a comparison between two 

architectures of line-start permanent magnet motors is 

presented .The authors focused on the performances in 

synchronous operation as well as the self-starting 

operations. Time stepping finite element analysis has been 

used to predict the dynamic and transient performances of 

the two prototype motors. It has been found that the motor 

with series magnetic circuit structure has yielded an 

impressive performance. 

A high performance LSPMSM with consequent pole 

arrangement of magnets is proposed and studied in Ugale 

and Chaudhari [47] work. The proposed magnet 

arrangement results in improved air gap flux density when 

compared with other magnet configurations used earlier, 

for same magnet volume. The performance of proposed 

rotor is significant when benchmarked with the induction 

motor of the same rating and size. The proposed rotor has 

better power factor, less value of rated current and greater 

energy saving potential. Performance indicators such as 

no load power factor, open circuit induced emf, no load 

current, the rated current, the rated efficiency, rated power 

factor, torque angle, maximum torque ability are in favor 

of proposed motor. The proposed rotor can be used in 2 

pole or 4 pole machines just by changing the magnet 

orientation for the arc magnets. 

An optimal design of a new line-start permanent 

magnet synchronous shaded-pole motor (LSPMSSPM) is 

proposed in Shamlou S, Mirsalim [48] work. A genetic 

algorithm optimization method based on transient two-

dimensional finite-element method (FEM) is applied to 

reach a global optimum design. Advantages and 

challenges of the proposed LSPMSSPM are investigated, 

and its performance characteristics are calculated. 

Efficiency, power factor, starting behavior and cost as 

important key factors are analyzed. FEM results are 

verified with experimental tests.  

In Lu et al. [49] study, the electromagnetic 

parameters with different bar design parameters are 

calculated, and the influences of them on the starting 

performance are also studied. The authors showed with 

the increase of the bar width or material conductivity, the 

starting impedance decreases, and thus the starting current 

and the pull in torque increase. However, there is a 

maximal value of the starting torque with a specific bar 

design. Based on the analysis results, the rotor bar design 

can be optimized for the demand of the higher starting 

performance of LSPMSM. 
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CONCLUSION 

  In this paper research about different aspects of LS-

PMS motors presented in literature, in last three decades, 

were reviewed. To make LS-PMS motor a real competitor 

to induction motor in a wide variety of applications, more 

investigations should be done. 

In this respect, the starting performance must be 

considered the primary measure. Also demagnetization of 

permanent magnets should be considered in design of 

LSPMS motors. Generally in the design of LSPMS 

motors, a tradeoff between the motors parameters is 

needed. In fact the LSPMSM designer has to find many 

compromises in the design process. The compromise 

between the value of starting torque, which depends 

mainly on the squirrel-cage design and material, and the 

starting current. The compromise between the value of 

braking torques (due to the presence of PMs in the 

asynchronous operating region) which depends mainly on 

the placement, dimensions and the value of energy 

product of PMs, and motor's synchronization capability. 

The compromise between an adequate starting 

characteristic in the asynchronous operating region and 

the torque capability, power factor and efficiency in the 

motor's synchronous operating region. 
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Optimum Economic Scheduling Strategy of Islanded Multi-Microgrid

Abstract – The paper presents a new methodology of the multi-microgrid (MMG) system is developed for large-scale integration of 
microgrids (MGs) and distribution generation (DG) units. The different controllable MGs, DG units and loads for MMGs system requires an 
efficient dispatch strategy in order to balance supply demand for optimizing the total cost of the integrated system. This paper described an 
optimum economic dispatch strategy of islanded MMGs. To optimize the system operating and running cost, genetic algorithm have been 
used and searches the optimum value of the output parameters like power produced by the controllable DG. The objective function 
comprises input fuel cost, operation cost, as well as the cost of emissions subject to various system constraints. The proposed optimization 
process is applied to a newly designed MMG system that has been operated under various constraints. Simulation results guaranteed the 

validity the proposed optimization method.  

Keywords: Multi-microgrid, Distributed Generation, Cost Function, Economic Dispatch, Genetic Algorithm.

INTRODUCTION 
Microgrid (MG) is a low voltage grid that integrates 

various distributed generation (DG) unit and energy 

storage devices for supplying power to load at distribution 

level. It can be operated both in on-grid or islanding 

mode. In islanding mode, MGs have restricted energy 

handling capability. A single MG can supply only a 

highest load capacity of approximately 10 MVA. 

However several MGs can be interconnected together to 

form larger power pool to meet the greater power 

demands. It also has more redundancy and ensures better 

supply reliability [1]. The interconnected MGs are 

generally called multi-microgrid (MMG) or integrated 

MG; it is a relatively new concept [2]. MMG system not 

only connect several individual MGs and but also other 

distributed generations to a medium voltage distribution 

grid. Normally, an MMG is operated to the high-voltage 

grid and for emergency purpose it may also be operated in 

islanded mode that is completely isolated from grid [3]. 

Several researches have been studied about the MMG 

system.  

Gil and Pecas Lopes [2] proposed a robust frequency 

control methods for an MMG in islanded operation. 

Research [4] optimizing the operation cost of each 

individual MGs in a real grid. In work of Rua et al. [5] 

communications uncertainty is considered isolated mode 

in a MMGs operation. A novel methodology to 

implement a telephone line for communication and 

reliable control is presented in Arefifar et al. [6] work, 

considering the MGs building block methodology. The bi-

level programming has been used for analysing the 

competitive state of major decision making among an 

energy services providers representing various MGs is 

presented in work of Georgia et al. [7]. The study of Rua 

et al. [8]  analysed  the  impact  of liaison  in  frequency 

and  power  control  in  multi-MGs systems in islanded 

mode. The allocation problem of numerous MGs by 

considering installation investment, optimal design and 

operation, and power losses is elaborately explained and 

suggest some way to improve those problems in work of 

Yang et al. [9]. The technical and commercial 

management strategy and state calculation has been 

developed for MMGs in Madureira et al. [10]. The paper 

of Li et al. [11] described an energy return plan 

methodology between a power grid and MMGs system. A 

multiobjective algorithm for improving the power flow 

controller performance of MMGs which minimizes 

MMGs operating cost, power loss, and all buses voltage 

profile fluctuation have been discussed in work of 

Kargarian et al. [12]. In Gregoratti and Matamoros [13]’s 

work, an arbitrary topology has been used in a distributed 

convex MGs optimization network for energy exchanging 

between islanded MGs that exchanged energy flows. An 

advanced  control system can be used at  medium to high 

voltage grid substations  and  can  be  used  to  manage 

micro-generation with load parameters in work of 

Vasiljevska et al. [14].  

Optimal sizing estimation of distributed energy 

storage devices for integrated MGs is discussed in work 

of Logenthiran et al. [15]. For better utilization of 
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renewable energy, to reduce production cost (30%) a new 

algorithm for smart intelligent home energy management 

system with consumption shifting in demand response 

program considering various constraints has been 

proposed in work of Mirhosseini Moghaddam et al. [16] 

at a islanded mode. But the optimum sizes of energy 

storage system and real time implementations are not 

mentioned. In a MG, renewable sources, generators heat 

and output powers optimum combination is a major 

problem. To overcome multi-objectives optimization 

problems, the modified particle swarm optimization 

(PSO) called as neighbourhood re-dispatch PSO 

algorithm has been proposed in work of Si et al. [17]. The 

major objectives were to reduce electricity cost with 

minimum costs avoiding other parameters. In work of 

Chen et al. [18] a matrix perturbation theory based 

distributed optimization dispatch algorithm has been 

proposed to determine the optimal DG outputs and that 

also satisfied the supply, consumer demand constraints.     

However, the researchers did not sufficiently study 

about the optimum economic dispatch strategy of islanded 

MMGs. In this paper genetic algorithm searches the 

optimum magnitude of the outturn power produced by the 

dispatchable distributed generator subject to minimization 

of operating cost. The objective function formulated the 

input fuel cost, operation cost, and emissions cost subject 

to various system constraints. The proposed optimization 

process is implemented on a typical MMG system. 

CONTROL STRATEGY 

There is no fixed or predefined structure of MGs control 

system; it depends on the types of configuration and MGs 

architecture [19]. Furthermore, the MMG system 

increases the system complexity. The centralized control 

architecture is discussed here [2, 10, 14, 19] with few 

modifications. The hierarchical control architecture 

comprises the following controller as shown in Fig.1: (i) 

Central power monitoring system (CPMS), (ii) Power 

management controller (PMC), (iii) Load management 

controller (LMC), and (iv) Microgrid controller (MGC).  

The central power monitoring system (CPMS) is the 

decision maker and responsible for the economical 

optimization of the integrated system. It globally 

minimizes the total operating cost. It is aware about the 

characteristics of all the micro sources with their 

respective operational limits, controllable load and state 

of charge (SOC) of energy storage system (EES). The 

total load is observed and the supply demand is balanced 

according to operating strategy of the system. 

The CPMS globally runs and sends the control signal 

to MGC, PMC and LMC for changing the power level 

under their controlling devices to balance the supply 

demand. PMC and LMC operate at medium voltage level. 

PMC controls the power of distributed generation units 

and EES. LMC monitors the controllable load by load 

shedding. Each of the MGCs will share out the power 

changes among its DG units and controllable loads at 

each MG.  

Load

MGC

Communication

Link

PMC
LMC

.

DG

DG

Load

DG
Storage

CPMS

Storage

Load

Load

Figure 1. Hierarchical control structure of integrated microgrid 

MODEL OF THE STUDIED SYSTEM 

The schematic diagram of the studied MMGs system 

is shown in Fig.2. The adopted test network represents the 

architecture of a MV grid containing three MGs, several 

kinds of larger DGs and controllable loads. The MG1 

consists with WTG, FC, ESS, MG2 with FC, DG, and 

MG3 with MTG and FC. Each MG has controllable load. 

MTG, WTG, ESS and some controllable loads is 

connected at medium voltage level. Two wind turbine 

generators is connected at MG1. At medium voltage level 

three wind turbine generators delivers power. The 

capacity and operational limits of distribution energy 

resources is given in Table 1.  

The supply demand balance can be written by the 

following eq.(1) from Fig.2. 

  )(10PPPPPPP ESSPVWTGFCMTGDEGL


Table 1. Capacity and Limits of Microsources 

Position 
Micro- 

sources 

Capacity 

(kW) 

Lower 

Limit (kW) 

Upper 

Limit (kW) 

MG1 

WTG 200 0 200 

FC 200 40 200 

ESS 50 - - 

MG2 
FC 200 40 200 

DEG 250 45 250 

MG3 
MTG 200 30 200 

PV 300 0 300 

MV 

MTG 200 30 200 

WTG 300 0 300 

ESS 100 - - 
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Figure 2. Schematic diagram of integrated microgrid 

SYSTEM MODELLING 

The modelling of different parts of the integrated MG 

system is presented in this section. The fuel input is 

provided only for the DEG, MTG and FC as PV energy 

comes from the nature. The energy storage system can be 

charged by producing electrical power from PV and 

WTG. Each part of the integrated system is designed 

separately based on its properties. The features of some 

equipment’s are available from the manufacturer. 

A. Diesel Engine Generator(DEG)

The diesel engine generator efficiency decreases at 

light load condition, and the fuel expenditure is almost 

full. Therefore, it is needed to fix up the minimum output 

power magnitude of DG [20]. The minimum loading 

capacity of a DG is limited to 30-50% [21] and the 

optimum operating scale is 70-89% from the rated power 

[22]. The fuel consumption rate (litre/hour) of a 250 kW 

DEG shown in Fig.3 is used for simulation [23].  
2

DEG DEG DEGF P P    
 (2)

The DEG should be operated economically to control 

the governing system so that the generation costs will be 

lower.

A. Microturbine Generator (MTG)

The efficiency of the MTG increases with the increase

of the supplied power. The typical efficiency curve of a 

200 kW micro turbine is modelled as shown in Fig.4 [24].  

        PDEG (kW) 

Figure 3. Output power vs. fuel consumption rate of DEG 

P(kW) 
Figure 4. Output power vs. efficiency curve of MTG 

The fuel input for a microturbine can be expressed as 

[25], 

J
MTG

J J

P
F




         (3)

F D
EG

 (L
/h

)
η

 (
%

) 
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PJ  =  Net power generated at interval J (kW). 

η   = Microturbine avail at interval J. 

The minimum and maximum loading constraint of 

MTG is given by eq.(4). 
Min Max

MTG MTG MTGP P P 
 (4)

B. Fuel Cell (FC)

The competency of any fuel cell can be described as

follows [26] where all unit must be in the same scale. 

( )

( )

FC
FC

FC

Electrical Power Output P

Fuel Input F
 

    (5)

The typical output power versus efficiency curve of a 

typical 200 kW fuel cells is shown in Fig.5.  

PDEG (kW) 

Figure 5. Fuel cell output power vs efficiency curve 

The fuel input for the cell can be expressed as [25]: 

J
FC

J J

P
F




 (6)

Where the symbols represents their usual meaning 

The minimum and maximum loading constraint of FC 

is given by eq.(7). 

Min Max

FC FC FCP P P 
 (7) 

C. Wind Turbine Generator (WTG)
It is very common things that the speed of wind

changes in every hours, days and seasons. For planning 
long term the wind distribution can be represents by by 
Weibull distribution functions as follows [27]: 

1

( )
0

v

v
e

f v

 




 

  
 
 

  
   

    
 
 
 

   

0v

Otherwise



        (8) 

Where, , &v   are the shape parameter, scale 

parameters of Weibull function and wind speed, 
respectively.   

The output of WTG The performance curve of WTG 
can be approximated as a function of wind speed (Vw). A 

third order polynomial function is used to fit the 
parameters on wind speed and wind turbine performance 
curve. By using the following expression, the generated 
output power of WTG can be determined.  

3 2

0,

,

,

w Cut in

WTG w w w cut in w r

Rated r w cut out

V V

P aV bV cV d V V V

P V V V










     
      (9)

Where Vcut-in= Cut in speed, Vr=Rated speed and Vcut-

out=Cut out speed.  
The power curve of a 100kW turbine is shown in Fig.6 

is used in this model [28]. The input wind speed is 
considered for this model is shown in Fig.7. 

Wind velocity, Vw (m/s) 

Figure 6. Power curve of a 100 kW turbine 

Time (Hour) 

Figure 7. The input wind speed as used in the model 

D. Solar Photovoltaic (PV) System

The output power of solar photovoltaic depends on

environmental conditions, such as solar radiation and 

temperature, resulting in a non-linear and time-variant 

power source. Depending in the solar radiation and load 

current, the output power of the PV module will be 

changed that follows the equation (10) [29], 

 1 0.005( 25)PV aP A T         (10)

Where, S is the area of PV array (m
2
), φ presents the 

solar irradiation (W/m
2
) and Ta is ambient temperature

(
0
C). Our Studied system has the following parameters: 

A=2000m
2, 

η=20% and we assume temperature is 

constant (Ta=25
0
C). The solar irradiation data for 24 hour

period used in this model is given in Fig.8. 
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Time (Hour) 

Figure 8. The input irradiation data for simulated model 

E. Energy Storage System (ESS)

Energy storage systems are an important part for the

hybrid power system and effectively supply deficit power 

to maintain the system stability [29]. Energy can be stored 

in many ways like use of electro-chemical battery, super-

capacitors, super conducting magnetic energy storage, 

flywheel storage system and many more. The state of 

charge (SOC) of ESS should be monitored and kept in 

acceptable ranges so that it will not be overcharged the 

battery [30]. The minimum and maximum SOC of ESS 

should be limited by eq. (11). 
Min Max

ESS ESS ESSSOC SOC SOC 
    (11) 

For safety operation of ESSs, battery management 

system can be applied. In this system, batteries voltage, 

current and temperature is controlled from centrally. To 

reduce the cost of output energies, proper allocation of 

EES batteries is an important factor. To design a smart 

MG, to keep balance or optimization between source & 

load demand, to maintain the limit of SOC and to design 

an optimum sizing of EESs are an important 

consideration.  

OBJECTIVE FUNCTION FORMULATION

The main objective function includes operating fuel cost, 

maintenance cost and cost of emission released from each 

microsource [31].  

 
1 1 1

N N M

i i i i ij i

i i j

CF C F OM EF P
  

    
   (12)

Where, 

Ci Fuel costs, i in $/L for the diesel, and 

$/kWh for the gas. 

Fi Rate of fuel expense, i in L/h for DG, and 

kW/h for the FC and MT. 

OMi Operation cost, i in $/h 

αj Cost of emission, j 

EFij Emission factor i, emission type j 

M Emission types (NOx or CO2 or SO2) 

N Number of generating units i 

Diesel is used in DEG but the fuel used in MTG and 

FC is natural gas. No fuel is required for WTG and PV. 

The operation cost of the generating unit i (OMi) is 

considered be constant and proportional to the produced 

energy [32], where (KOM) represents the proportional 

constant. 

i OMi iOM K P
 (13) 

The magnitude of the KOM for various generation units 

are listed in Table II.  

The emission usually includes gases such as SO2, CO2 

and NOX. The costs and factors of emision of the DEG, 

FC, and MTG used here are listed in Table 3 [31]. 

TABLE 2.  PROPORTIONAL CONSTANT 

DG DEG MTG FC WTG PV 

KOM($/kWh) 0.0125 0.0060 0.0050 0.0150 0.0010 

TABLE 3.  EXTERNALITY COSTS AND EMISSION FACTORS FOR NOX,

SO2, AND CO2

Emission 

Type 

Externality 

cost 

($/kg) 

Emission factors (Kg/MWh) 

DEG MTG FC 

CO2 0.014 1.432 1.596 1.078 

SO2 0.99 0.454 0.008 0.006 

NOx 4.2 21.8 0.44 0.03 

Constraints: To balance the real power, and the load 
demand the belows equation (1) is used.  

The output power of generator unit i (Pi) is restricted 
to its maximum and minimum value. 

Min Max

i i iP P P 
 (14) 

Also the SOC of the energy storage system is properly 
controlled as Eq. (10). 

OPTIMAL OPERATING STRATEGY 

The genetic algorithm is applied to find the optimal 
output of dispatchable distributed generator for MMG 
system with minimum operating cost as described by 
objective function in the previous section. The 
implementation strategies are as follows:  

1. The central power monitoring system calculates the
total load demand (PL). 

2. Output power of WTG is calculated from the
performance curve. 

3. Output power of solar PV is determined from solar
radiation . 

4. Reduce the total load from WTG and PV power.

( )L L WTG PVP P P P   
 (15) 

If ∆PL<0, the rest of the power will be given to the 
battery to charge the ESS. When the ESS is fully charged, 
the exceed power is unload  
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If ∆PL>0, the remaining power will be given by the 
ESS or by the distributed generator (DEG, MTG, FC. 
Meanwhile, the charging and discharging  of  the ESS  is 
properly monitored. The tuning of output power of DGs 
by genetic algorithm occurs in the following ways. 

1. Initialization: The algorithm begins by creating an

initial population. This population is normally randomly 

reproduced at any desired size. 

2. Evaluation: The fitness value of chromosomes is

now evaluated by calculating the cost function or 

objective function. Here, it is tried to find the minimum 

magnitude of the cost function. 

3. Selection: Selection helps to discard the weak

individuals and only keeps the best individuals called 

parents that contribute to the population at the next 

generation.  There are a small number of selection 

methodologies but the primary concepts is the same, 

make it more likely the best adjuster individuals will be 

selected for our upcoming generation. 

4. Crossover: In this stage, new individuals are

created by combining prospective of chosen individuals. 

By combining two or more individuals it will create a 

fitter offspring from each of its parents. 

5. Mutation: Mutation typically works by making

very small changes at random to an individual’s genome. 

6. Termination: Now the next generation is started

again from step two until it reaches a maximum number 

of generations. 

Input:

Cost function

Constraints equation

Max. No. of 

generation?

Start

Create initial 

population

Fitness evaluation

Selection

Crossover

Mutation

Stop

No

Yes

Figure 9. Flow chart for genetic algorithm 

RESULTS AND  DISCUSSION 

The total load profile for the studied integrated system 
used for simulation purpose is shown in Fig.10. The 
scheduling time is 24 hours in a day with the scheduling 
time interim of 1 hour. The load demand varies between 
430kW to 1500kW. The optimization model that is 
discussed in the past section is implemented to this time-
varying load.  

The total renewable power i.e. summation of total 
power from WTG and solar PV is shown in Fig.11. Also, 
WTG and solar PV power profile is given to the following 
figures according to their location in system. After 
observing the total load and renewable power of the 
system, the genetic algorithm is used to find out the 
optimum power generation of microsources subject to 
minimum operating cost according to control strategy. 
The various combination of produced power is shown 
from Fig.12 to Fig.15. 

Time (Hour) 

Figure 10. Total load profile of the simulated system 

Time (Hour) 
Figure 11. Total renewable power of the simulated 

system 

Time (Hour) 

Figure 12. Power profile at MG 1 
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Time (Hour) 

Figure 13. Power profile at MG 2 

Time (Hour) 

Figure 14. Power profile at MG 3 

Time (Hour) 

Figure 15. DGs and ESS at MV level 

Time (Hour) 

Figure 16. Total operating cost of the system 

The Fig.12 to Fig.14, show the output power profile of 
MG1 to MG3 respectively. The energy supplied or 
absorbed by the ESS to or from the system is given in the 
figures.  The total operating cost of the system is shown in 
Fig.16.Only controllable DGs such as DEG, FC and MTG 
can be tuned. The total renewable power generation of 
WTG and solar PV are given the first priority to meet the 

load demand. If the output power taking from PV and 
WTG is lesser than the load demand the genetic algorithm 
automatically finds various combination of DGs for 
producing power to minimize the operating cost and 
balance the load demand. Also the energy from ESS is 
properly exchanged. Fig.12 and Fig.15 show that the ESS 
is charged and can save the surplus power at time 3.00 
and 4.00 due to available of wind power. During this 
period all the controllable DGs is shut down that is 
observed from Fig.12 to Fig.15. In this case the total 
operating cost is treated by only operation and 
maintenance cost of wind turbine generation. As a result 
the cost of the system is very low as shown in Fig.16. But 
at 18.00, the ESS is discharged the total load is balanced.  

It can be seen from Fig.13 that the diesel engine 
generator is the least preferred generator for delivering 
power because of its higher cost. Due to low cost of MTG 
and FC, they are firstly selected for power production 
purpose to meet the load demand. When the DEG delivers 
power, the operating cost of the system increases. So if 
the load demand is low, the best selection of distributed 
generator in terms of operating cost is to switched off the 
diesel generator. It is used only when there are no other 
generation options is available. Due to time varying 
behaviour of load demand the start-stop cycles of DGs 
increases. Furthermore, the uncertain nature of wind and 
solar power increases the system complexity. 

CONCLUSION 

Optimum economic dispatch strategy for the islanded 
MMGs has been proposed in this paper. Genetic 
algorithm searches the minimum value of cost function by 
properly selecting the output power produced from 
controllable DGs. The objective function consists of 
operating fuel cost, maintenance cost and cost of emission 
released from each microsources. Practically, the power 
required for the connected loads can be effectively 
supplied with appropriate coordination among distributed 
generators and energy storage system for such type of 
system. But in the proposed method start-stop cycles of 
DGs increases. As a result the forecasted load, wind speed 
and solar irradiation data should be included to optimum 
dispatch strategy to reduce the start-stop cycle of DGs. 
The simulation results justify the correctness of the 
proposed algorithm. This research can be further modified 
by proposing new algorithm to optimize production cost 
that will also satisfy the supply and consumer demand 
constraints.    
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ABSTRACT 

Inertia response is the initial response of a generator to the frequency changes of a network and its 

presence in network is a matter of importance. Synchronous generators have high inertia response 

naturally. The more tendencies to renewable energies, the more usage of wind power plants in power 

systems. Due to advantages of doubly fed induction generator (DFIG), this kind of generator constitutes 

the most wind generators in power plants. Unlike the synchronous generators, DFIGs have negligible 

inertia response which is caused by generator controller operation. Thus, the evaluation of controller type 

on its performance is necessary. In this paper, a DFIG with two type of controllers (modified and 

unmodified) has been simulated in MATLAB/SIMULINK. Besides, the generator operation with network 

frequency droop conditions has been surveyed and compared as well as the effect of mentioned 

controllers’ action speed on generator’s inertia response. The Results showed that the inertia response 

can be improved significantly by modifying the generator controller system. 

Keywords 

DFIG, 
Inertia Response,  

Controller Performance, 

Renewable Energy 

INTRODUCTION 

Generators and loads connected to power systems in the 

entire world rely on the strict regulation of system 

frequency in order to operate perfectly. For obtaining the 

standard operation in a power system, the frequency 

must be regulated within corroborated limits by 

adjusting the electrical supply to meet the demand. If 

supply and demand would not be balanced, the system 

frequency will change initially at a rate determined by 

the total inertia of the system. A generator or load has 

contribution of inertia of the system if a system 

frequency changing causes a change in its rotational 

speed and, thus, its kinetic energy [1]. The inertial 

response is the power associated with this change in 

kinetic energy is taken from or fed to the power system. 

The abrupt loss of supply is the typical initiator of a 

frequency event. The main factor of determination of the 

initial falling rate of frequency is the combined inertial 

response of all remaining electrical machines in the 

power system. High sensitivity of the frequency that 

related to the supply-demand imbalance is undesirable 

obviously. Therefore, it is critical that a large proportion 

of generation and load contribute to system inertia by 

providing an inertial response. Note that, the providing 

of inertial response has more importance for isolated 

networks or networks with weak interconnection [2, 3]. 

Analysis of effects of the system frequency changing 

on speed and kinetic energy of an electrical machine 

connected to the power system is needed for quantify its 

inertial response. In conventional synchronous 

generators, the rotor speed is sensitive to changes in 

system frequency, and therefore, an inertial response is 

naturally observable. Thus, if conventional synchronous 

generators have most contribution of total generation in 

a power system, the frequency variation will be lower. 

In recent years, use of DFIG-based wind turbines has 

been increased considerably. Thus, a large number of 

conventional synchronous generators have been 

displaced by DFIG-based wind turbines. 

Mentioned generators have a rotational speed that is 

decoupled from grid frequency. Reduction in system 

inertia is expectable, consequently. This is undesirable 

when there are a large number of DFIG-based wind 

turbines operating, especially in periods of low load and 

on smaller power systems. The frequency of a power 

system with low inertia will change rapidly for abrupt 

changes in generation or load. In this case, additional 

frequency response ancillary services must be provided 

to ensure that frequency limits are not exceeded [4, 5]. 

Based on above description, many authors have 

studied issues related to the inertia response of DFIG 

from different viewpoints. For instance, computer 

modeling of DFIG for better investigation of its inertia 

response and analysis of effects of the DFIG controller 

performance on its inertia response [4], employing a 

supplementary control loop to the DFIG controller to 

reintroduce inertia response [6], as well as investigation 

of effects of the pitch controller on the inertia response 

[7] are some contributions in this area.

In this paper, a DFIG connected to the infinite bus

with simple and modified controller has been simulated 

in MATLAB
®
/Simulink

® 
employing a developed model 

that proposed by Mullaneb et al. [4]. The inertia 

response of the DFIG with two types of controller 

(including simple and modified controller) has been 

analyzed and compared under the dropped frequency 

conditions. In addition, the effects of controller 

performance on their inertia response have been 

investigated. The Results prove that the inertia response 

can be improved significantly by modifying the 

generator controller system. 
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1. DFIG INERTIA RESPONSE WITH 

CONVENTIONAL CONTROLLER 

A usual DFIG has wounded rotor that its winding 

ends are connected to the controller through the tumble 

rings. This controller applies a voltage to rotor with the 

specific domain and frequency, so that the generator slip 

is controlled. 

With this type of control, when the network 

frequency drops during the constant wind speed and as a 

resultant, the speed of rotating stator field is going to 

decrease, the controller keeps the generator slip and 

electromagnetic torque stable by changing in the 

electrical speed of rotating rotor field. Thus, according 

to equation 3, rotor speed won't change in this conditions 

and its kinetic energy won't be released. Therefore, 

while frequency changes; this generator doesn't sense 

any difference from network so it won't have inertia 

response. However, due to the fact that the generator's 

control system has delay like all other control systems, it 

has negligible inertia response which depends on delay 

time; because during this delay, the generator will work 

as a normal electromagnetic generator [4, 5]. 

In normal electromagnetic generator, by decreasing 

in system frequency, speed of rotational field of stator 

will decrease. By decreasing in speed of rotational field 

of stator, slip that can be result by equation 1 will 

decrease. Cause of being our investigation in steady state 

situation, and in this state, slip is too low, relation of 

electromagnetic torque of this generator will be as 

equation that is given in the expression 2. It is clear by 

this equation that by increasing and decreasing in slip, 

electromagnetic torque will increase and decrease 

respectively.   

In steady state and normal situation, mechanical 

torque of input and electromagnetic torque of generator 

are equal and by attention to equation 3, (dωr/dt) will be 

zero. Therefore generator works without changing in 

rotor speed. But when electromagnetic torque increase 

which any reason, (dωr/dt) will be negative and 

consequently, rotor speed will decrease. By this 

decreasing in rotor speed, kinetic energy releases that 

cause to momentary increase in output power of 

generator. 
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Where S, nr, ns, Te, Vth, Rr, ωs, ωr, Pmech and Pout are 

slip, rotational field speed of rotor, rotational field speed 

of stator, electromagnetic torque, the Thevenin equal 

voltage, rotor resistance, stator electrical angular 

velocity, rotor electrical angular velocity, mechanical 

input power and output power of generator respectively. 

A complete illustration about the case study and 

simulations can be found in works of Tayebi-

Derazkolaie et al. [5, 8].  In simulation done for the 

generator, whose considered parameters are shown in 

table 1, the fault is considered in figure 1 as network 

frequency drop from 50 Hz to 49.75 Hz exponentially on 

70th seconds. It should be noted that before the fault 

occurred, network frequency was 50Hz and generator 

delivers power of 2 MW to the infinite bus by having the 

rotor speed of 100 Rad/S. 

By considering 1 second delay time of control 

system, as it is shown in figure 2, the generator 

electromagnetic torque increases from 20 KN.m to 

20.00025 KN.m at fault time and consequently, the rotor 

speed decreases from 100 Rad/s to 99.988 Rad/s which 

is visible in figure 3. 

During this slight speed decrease, rotor's kinetic 

energy decreases from 6950 KJ to 6948.332 KJ and 

consequently only 1.6KJ energy is released. By releasing 

this amount of energy, output power increases from 2 

MW to 2.0005 MW. As it is seen in figure 4, the change 

is so low. 

Therefore, it is observed that DFIG with conventional 

controller has negligible inertia response. Hence, 

because amount of inertia response is negligible, it is 

suggested to correct its controller by adding a new 

feedback [6]. 

TABLE 1.  DFIG parameters 

Unit Value Parameter  

W 2×106Pout (rated power) 

Ω 1.748×10-3RS (stator resistance) 

Ω 3.253×10-3Rr (rotor resistance) 

H 2.589×10-3Ls (stator inductance) 

H 2.604×10-3Lr (rotor  inductance ) 

H 2.492×10-3Lm (mutual  inductance ) 

V 690 Vs (generator output voltage) 

Kg/m 1.39×103j (moment of inertia) 

N.m2×104Tin (input mechanical torque) 
----6 P (number of pole) 

Hz50 fs (frequency) 

Figure 1: Network Frequency Drop 
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Figure 2: Electromagnetic Torque increasing of DFIG with 
conventional controller during Fault 

Figure 3: Rotor speed decreasing of DFIG with conventional 
controller during Fault 

Figure 4: Variation of output power of DFIG with conventional 

controller during Fault 

2. DFIG INERTIA RESPONSE WITH MODIFIED 

CONTROLLER 

As it was observed in previous section the inertia 

response is near zero in DFIG with conventional 

controller because the slip is controlled. Conventional 

controller has a feedback according equation 5. To show 

inertia response during network frequency changes, 

according to equation 6 a special feedback is applied to 

the generator’s reference electromagnetic torque in order 

to change rotor's speed by changing generator 

electromagnetic torque during network's frequency drop, 

and consequently generator's kinetic energy is released. 

So, in this generator, the reference torque in modified 

state is such as equation 7 [6-10]. 

* 2
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1 2

S

e r

df
T K K

dt
       (7) 

In previous equations, Te, K1, K2, ωr, P and fs were 

respectively reference electromagnetic torque, the main 

feedback coefficient in control system, increased 

feedback coefficient, rotor angular speed, mechanical 

power input and power network frequency. 

By adding these feedbacks to reference feedback, 

when network frequency drops, amount of generator's 

reference torque increases based on amount of speed and 

how the network frequency decreases and amount of 

these feedbacks coefficient. By this increase, according 

to equation 3, rotor's speed decreases and rotor also 

releases kinetic energy causing temporarily increase in 

output power. When system frequency is fixed, 

derivative amount of frequency is zero, thus the added 

feedback is removed from circuit and generator is still in 

its normal operation state. Amount of the feedback's 

coefficient has direct relationship with amount of rotor's 

speed drop and inertia response. Therefore according to 

the limitation of amount of rotor's speed drop and 

amount of rotor's current increase, amount of this 

coefficient is limited [7]. 

In this paper by considering rotor's speed limitation 

of 85.5 Rad/s (for speed drop), the highest value of this 

feedback coefficient is considered 500 KN.m using trial 

and fault. As shown in figures 5 and 6, applying this 

amount of coefficient and frequency drop, 

electromagnetic torque increases to 28 KN.m and causes 

rotor's speed decreases from 100 Rad/s to 85.5 Rad/s. 

This amount of rotor's speed reduction according to 

figure 7, causes power increases to 2.66 MW which is 

better in comparison with the generator inertia response 

in conventional controller model. 

Thus, in DFIG, inertia response can be reached from 

zero to expressed amount, by adding the feedback to 

control system and changing the feedback coefficient 

(depends on conditions). 
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Figure 5: Electromagnetic torque increasing of DFIG with Modified 
controller during Fault 

Figure 6: Rotor speed decreasing of DFIG with modified controller 

during fault 

Figure 7: Variation of output power of DFIG with modified controller 

during fault 

3. THE EFFECT OF DFIG WITH CONVENTIONAL 

CONTROLLER'S PERFORMANCE SPEED ON THE 

GENERATOR'S INERTIA RESPONSE 

It was mentioned in section 2 that amount of delay 

time in generator control system affect amount of inertia 

response. In this part, effect of performance speed of 

DFIG with conventional controller on the generator's 

inertia response is analyzed. In conventional models, 

DFIG acts such as a usual electromagnetic generator till 

the control system has delay. In normal electromagnetic 

generator, with network frequency drop, speed of stator 

rotating field decreases. By decreasing in speed of stator 

rotating field, slip and electromagnetic torque (according 

to work in steady state) will decrease. At steady state, 

the input mechanical torque is equal to produced 

electromagnetic torque and according to equation 3, in 

this state amount of dω2/dt is zero. Therefore, generator 

works with a constant rotor speed. When 

electromagnetic torque increases for some reasons, this 

quantity will be negative and rotor's speed is reduced 

and because of this reduction, kinetic energy is released 

and appears as power in output. Therefore, when DFIG’s 

controller system acts (performs) faster, it prevents the 

slip change faster and thus inertia response will be 

reduced [4, 5]. 

In performed simulation for this generator, to show 

the effect of controller system performance's speed on 

the generator's inertia response, the generator's inertia 

response is surveyed considering different time for 

controller system's speed. The result will be described 

and discussed in the following. The generator's 

electromagnetic torque has been shown in figure 8 with 

0.1, 1, 2 second time delay in generator's control system. 

It is observed in this figure that when 2 seconds time 

delay were applied, electromagnetic torque increased 2 

times more than when time delay was 1 second. But 

when the time delay was applied 0.1 second, 

electromagnetic torque almost didn't change. By delay 

time reduction in control system, electromagnetic torque 

increase becomes more and according to the mentioned 

content and equation 3, rotor speed drop will be lower 

and at this time, rotor releases less kinetic energy. Thus 

generator's output power increases less which is visible 

in figure 9. Therefore, it is observed that in DFIG 

without additional feedback, inertia response decreases 

by reducing the delay time in controller system 

performance. 

Figure 8: Variation of electromagnetic torque of DFIG with different 
time constants of controller under network frequency drop 
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Figure 9: Variation of output power of DFIG with different time 

constants of controller under network frequency drop 

4. THE EFFECT OF DFIG MODIFIED 

CONTROLLER'S PERFORMANCE SPEED ON THE 

GENERATOR'S INERTIA RESPONSE 

In this section, the effect of modified controller 

performance speed on inertia response quantity is 

surveyed. When control system performs faster, effect of 

additional feedback on electromagnetic torque change 

appears faster. Because usually frequency drop in 

network is more in the first moment, the most effect on 

electromagnetic torque change is in first moment. This is 

clearly visible in figure 10 and as it is obvious in the 

figure, when delay time is applied for 1 second, 

electromagnetic torque caused by additional feedback 

performance increase to 2.8 KN.m (from 2 KN.m). But 

when the time is increased to 2 second, electromagnetic 

torque rate decreases to 2.7 KN.m and in case the delay 

time is applied for 0.1 second, electromagnetic torque 

increases to 3.2 KN.m. 

Therefore, as it was observed, by reducing the control 

system's delay time, generator electromagnetic torque 

increases more with additional feedback existence. The 

more electromagnetic torque increases, the more rotor 

speed decreases according to equation 3. Consequently, 

by increasing controller speed, rotor releases more 

kinetic energy and generator's output power increases 

temporarily which is visible in figure 11. As it is obvious 

in this figure when the delay time was applied 0.1 

second, generator's output power increased from 2 MW 

to 3 MW. It increased to 2.66 MW when the delay time 

was applied 1 second and when the delay time was 

applied 2 seconds the power increased to 2.55 MW. 

Thus in DFIG with additional feedback to improve 

inertia response, the inertia response increases by 

increasing control system's performance speed. 

Another noticeable point in this part was control 

system performance speed in conventional model of 

DFIG wasn't important due to low inertia response of 

generator. But by applying additional feedback causes 

the generator's inertia response increase, the control 

system performance speed was very important. Because 

a small change in time changes the generator inertia 

response to high level. Thus this delay time reduction is 

very important. 

Figure 10: Variation of electromagnetic torque of DFIG with modified 

controller in different time constants of controller under network 

frequency drop 

Figure 11: Variation of output power of DFIG with modified 

controller in different time constants of controller under network 
frequency drop 

CONCLUSION 

Conventional synchronous generators have a good 

inertia response due to coupling with power system 

frequency, therefore this type of the network which has 

many number of such generators is highly resistant to 

the change in frequency. In recent years, the numbers of 

wind power plants used in the network increases, and in 

some cases, were used instead of thermal power plants. 

Today DFIG becomes the dominant generator in wind 

power plants due to its high advantages. So analyzing 

the generator inertia is a matter of importance. It should 

be mentioned that this generator due to its own special 

control system, is not affected from network frequency 

and does not show the proper inertia response so specific 

feedback can be used to correct this situation. In this 

paper, by simulating a DFIG in MATLAB environment, 

inertia response with conventional and modified control 

models has been analyzed in presence of network 

frequency drop. So, the following results were obtained: 

By adding the feedback, response of inertia 

increases. The noticeable point in this increase is that the 

response is controllable by controlling the feedback 

coefficient so by optimal controlling of this factor, to the 
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extent that the generator is not taken out of its operation, 

the rotor speed can be changed. Therefore, adding this 

feedback, the inertia response of the generator can be 

changed in a wide range. 

In DFIG with conventional controller, when the 

network frequency is changing, while the control system 

doesn’t act, this generator works such as a common 

induction generator and will have inertia response (of 

course it is negligible). Therefore, the more speed of 

control system, the faster compensation of frequency 

change and the less inertia response, but in modified 

model, because of the fact that inertia response 

optimization is caused by control system performance, 

the more speed of control system leads to increase in 

inertia response when the network frequency changes. 

Thus, from the viewpoint of inertia response, in 

conventional model of DFIG, increase in controller 

speed is not so important unlike the modified one which 

the increase in controller speed has a high importance. 
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When planning renewable hybrid energy solutions in buildings, it is important to consider both in-
vestment and operating costs. This study develops a novel building optimization model based on the 
coming 15 min power balance settlement. It utilizes multiple energy storages, including hot water tank 
and flow and lead-acid batteries. We apply the model to plan the retrofitting of an office building in 
Helsinki and a residential building in Tallinn, with photovoltaics and a ground source heat pump. The 
model is a large dynamic linear or mixed-integer linear programming model (LP/MILP) for an entire year. 
The results determine both the optimal dimensioning and the optimal operation of the different pro-
duction and storage technologies for each building. The optimized configurations caused significant 
savings in energy costs for both buildings while reducing non-renewable primary energy consumption. 
Heat storage is highly cost-efficient, but power storages are not. Photovoltaics is cost-efficient in the 
Helsinki building but slightly unprofitable in the Tallinn building. Power and heat storages do not interact 
strongly, even in the presence of the ground source heat pump. The heat storage operates in concert with 
district heating and the ground source heat pump, while power storages operate together with photo-
voltaics and power trade.
1. Introduction

1.1. Background

Greenhouse gas emissions of buildings can be reduced by
adopting renewable-based hybrid energy systems, including, for
example, district heating (DH), district cooling, photovoltaics (PV),
heat pumps (HPs), power storages (PS), cool storages, and heat
storages (HS). Because different energy forms and technologies
interact in a complex manner, configuring, dimensioning, and
operating such systems optimally requires advanced modeling
techniques [1].

In the power market, electricity production and consumption
should always be balanced, and balance responsible parties must
plan their operation to maintain this balance. However, there will
 Conference on Recent Trend
Computerscience Science En
always be imbalances. Balance (or imbalance) settlement means a
financial settlement mechanism aiming at charging or paying bal-
ance responsible parties (BRPs) for their imbalances. Currently
calculations carried out within imbalance settlement in most Eu-
ropean countries are based on hourly energies which are obtained
from hourly energy measurements, load profiles, production plans,
and fixed deliveries. To make the power market more responsive to
increasing amounts of intermittent renewable power production,
the EU Commission Regulation 2017/2195 declares that all trans-
mission system operators must apply a 15 min balance settlement
period in all scheduling areas and powermarket trade periodsmust
coincide with this period. This transition will come to effect on
January 1, 2025, at the latest. This means that also building energy
optimization models and methods must be adapted to handle po-
wer trade at 15 min intervals.

This study focuses on optimizing the configuration, dimen-
sioning, and operation of a building hybrid energy system subject
to 15 min power balance, emphasizing different types of power and
heat storages.
s in IOT and Its Application (RTIA-18) 
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Notation

Abbreviations
COP Heat pump coefficient of performance
DH District heating
HPH Heat pump for heating
HS Heat storage
LP Linear Programming
MILP Mixed Integer Linear Programming
nZEB Nearly Zero-Energy Building
PP Power purchase from grid
PP-out Power sales to grid
PS Power storage
PS-flow Power storage, flow battery
PS-lead Power storage, lead-acid battery
PV Photovoltaics

Indices and index sets
t Hourly period (1, …T) or 15 min period (1, …4T)
u Energy supply or storage unit
H Super- or subscript referring to heat
P Super- or subscript referring to electric power
CONTR Superscript for energy contracts
PROD Superscript for production units
U Set of energy supply units
S Set of energy storages

Symbols
Au m2 PV panel area
Bu 1 Maximum number of battery storage cycles in

planning horizon

cu;t V/MWh Operating cost of unit u in period t
cCONSTu V Constant cost term for energy supply or storage

unit u
cMAX
u V/MW Fixed capacity cost of energy supply u; for

storages V/MWh
dH;t MWh Demand of heat in period t
dP;t MWh Demand of power in period t
rt MW/m2 Solar radiation intensity in period t
su;t MWh Storage u level at end of period t
s MAX
u MWh Storage u maximum capacity

sDEEPu 1 Storage u deep discharge level as fraction of
capacity

sINu; t MWh Storage u charge rate in period t
s IN;MAX
u MWh Storage u maximum charge rate per period

s OUT
u;t MWh Storage u discharge rate in period t

s OUT;MAX
u MWh Storage u maximum discharge rate per period

T h Number of hours in planning horizon
xu;t MWh Unit u operating level in period t
xMAX
u MW Unit u maximum capacity
xHu;t MWh Unit u heat production in period t
hPV 1 PV efficiency, power production per radiation on

panel
hHt 1 Heat pump heating efficiency, COP-factor
hSu 1 Storage u efficiency per period
hINu 1 Storage u charging efficiency
hOUTu 1 Storage u discharging efficiency
zu 1 Binary ON/OFF variable or parameter that

determines if the energy system includes or excludes
unit u
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1.2. Related research

The related research field is broad due to the variety of hybrid
energy systems, starting from PS technologies, ending with opti-
mization model methodologies, countries/zones, and energy
balancing multi-timescale settlements. Some studies focus on a
Table 1
Relative research on hybrid systems with power storages in different buildings and loca

Type of storage in (hybrid) energy system Type of building(s)/facility

Fuel cell, hydrogen tank University
Fuel cell, hydrogen Residential, nZEB

Fuel cell, hydrogen storage University
Lead-acid, water storage tank Residential, nZEB
Lead-acid, Li-ion, Sodium- sulfur Hybrid power systemwith se
Lead-acid (VRLA, two types) Research center (laboratory)
Li-ion 12 detached houses, 1 apartm

building
Li-ion Office
Li-ion (Tesla Powerwall) Households
Li-ion Harbour

Li-ion (Tesla), hot water storage tank Residential
Battery (by parameters assume this is Li-ion) Integrated energy system
Battery (by the parameters assume this is Li-ion),

Supercapasitor
Islanded DC microgrid

Battery (assume this Li-ion or Lead-acid) Single family household
Li-ion, Flow battery (VRFB) Residential
Flow battery (VRFB) Energy station

International Conference on Recent Trend
Organised by Department of Computerscience Science En
single PS technology; others propose multiple types of batteries in
one energy system. Table 1 presents studies and reviews on hybrid
energy systems with various PS technologies in different buildings/
facilities that have similar technologies in hybrid energy systems as
in our study.
tions.

Country/Zone Year of
publication

Reference

Sharjah, UAE 2019 [9]
Test building in GAMS software, location
unknown

2019 [10]

Ekpoma, Nigeria 2020 [11]
3 locations in Italy 2017 [12]

veral PS China 2020 [2]
Riyadh, Kingdom of Saudi Arabia 2020 [13]

ent Tampere, Finland 2019 [3]

V€asterås, Sweden 2020 [14]
Munich, Germany 2016 [5]
Åland Islands, Swedish-speaking region of
Finland

2020 [15]

12 locations in Sweden 2020 [16]
China 2021 [8]
China 2021 [7]

Tehran, Iran 2018 [4]
Switzerland 2021 [6]
Martigny, Switzerland 2018 [17]
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1.3. Research gap and novelty

There is very little research on 15 min power balance settlement 
[18,19,20], and even less on applications for building energy opti-
mization. The main target of this study is to develop a model for 
optimizing renewable energy solutions for a building subject to the 
future 15 min power balance settlement. In our previous study [1], 
we developed an hourly-based linear or mixed-integer linear pro-
gramming (LP/MILP) model to determine simultaneously the 
optimal configuration, dimensioning, and operation of a hybrid 
energy system for a building.

This study extends the previous model to handle 15 min power 
balance and makes the storage model more detailed. In earlier 
research [1], PS in northern latitude buildings turned out to be 
grossly unprofitable. In this study, we evaluate if the introduction of 
the 15 min power balance improves the cost-efficiency of PS. We 
also study the optimal operation of multiple storages together. We 
apply the model to two buildings in different countries: an office 
building in Helsinki, Finland, and a residential building in Tallinn, 
Estonia. The included technologies are DH, PV, ground source heat 
pump for heating (HPH), HS, and different types of PS.

This paper is organized as follows. Section 2 describes the 
building energy system and all necessary parameters for the case 
study of the two buildings, one in Helsinki and another in Tallinn. In 
Section 3, we define the building optimization model. In Section 4, 
we present the results of applying the model to two buildings. In 
section 5, we conclude the study and give some directions for 
future research.

2. Case study

2.1. The building hybrid energy system

Fig. 1 shows the building energy system. In such a hybrid system, 
everything may depend on everything. The power balance com-
bines different power-consuming units with power purchase, local 
PV production, and PS units. Similarly, the heat balance combines 
heat demand with heat sources and HS. HS combines hourly pe-
riods, and PS combines 15 min periods together. The HPH connects 
the 15 min power balance with the hourly heat balance. Interaction 
between energy forms and dynamics caused by storages imply that 
optimal operation and dimensioning can be found only by using an 
optimization model.

In this study, we develop a model that is based on hourly de-
mand for heat and 15 min power demand and solar radiation in the
Fig. 1. Building en
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target locations. The objective function minimizes the combined
operating and fixed costs. The cost minimum defines which tech-
nologies should be included and how they should be dimensioned
when optimally operating the energy system.

2.2. Hourly heat and power demand, and power price

Hourly demand for both buildings contains full-year data for
2019 [21,22]. Because hourly data for a full year does not display
well, Fig. 2 shows the data for 30 weeks (Monday - Sunday) from
February 4 to September 1. The first diagram in Fig. 2 presents the
heat demand. The Helsinki building consumes more heat than the
Tallinn building, in absolute terms and per building area. Also, the
seasonal variation is somewhat larger in Helsinki than in Tallinn.
This difference is mainly attributed to different building types, of-
fice in Helsinki vs. residential in Tallinn. The difference in heat load
also comes from building's energy performance. The Tallinn
building already satisfies Nearly Zero-Energy Building (nZEB) re-
quirements [23]. The second diagram in Fig. 2 shows the power
load for each building. The power loads of the two buildings differ
significantly. The office building in Helsinki has a persistent base-
load due to a data center, while the residential building in Tallinn
demonstrates a more ‘normal’ power load with a typical daily,
weekly and yearly variation. The third diagram in Fig. 2 shows the
ElSpot power price in Finland. Power price in Estonia is omitted,
because it is identical to Finnish power price for most of the time,
except for 97 h in 2019 when transmission lines were congested,
resulting in minor differences.

2.3. Building data

This research is applied to two different types of buildings in
neighboring countries d an office building in Helsinki, the capital
of Finland, and a residential building in Tallinn, the capital of
Estonia. Currently, neither building has HPH, HS, or PS. The Helsinki
building has no PV, while the Tallinn building has small-scale PV.
Table 2 displays the properties of the target buildings [21,22].

2.4. Costs and technical parameters

In purpose to decrease the consumption of external electricity,
330 m2 of PV panels can be installed on the roof of each building.
The maximal radiation of 1 kW/m2 and 15% PV panel efficiency [24]
gives 49.5 kW peak production in Helsinki. The same data was
applied to the building in Tallinn. In Estonia, the owner of a PV
ergy system. 
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Fig. 2. Hourly heat and power load for two buildings and power price in Finland from February 4 to September 1, 2019.

Table 2
The parameters for both buildings.

Description Building 1 Building 2

Building type Office Residential
Location Helsinki, Finland Tallinn, Estonia
Gross area 8341 m2 5298 m2

Net area 5878 m2 4324 m2

Annual heat demand 1083 MWh 331 MWh
Annual power demand 655 MWh 141 MWh
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system under 50 kW can receive support for renewable energy
production [25].

DH is an important and cost-efficient heating form in urban
areas of Finland and Estonia. The market share of DH is over 50% of
floor space in Finland and over 90% in Helsinki [26]. In Estonia, the
market share of DH reached about 60% in 2018. According to
Estonian District Heating Act and the Competition Act, the DH
market in Estonia is regulated, and the Estonian Competition Au-
thority approves the maximum prices that can be charged in
various regions [27]. In addition to DH, both buildings can be
equipped with ground source heat to supplement DH.

Table 3 presents prices for different energy sources [28e31] and
storages [26,32] for both countries. All investment costs are
computed as annuity using a 4% interest rate and technology-
International Conference on Recent Trend
Organised by Department of Computerscience Science En
specific lifetime. PV investment cost is based on typical PV sys-
tem price per peak power in Finland (1766 V/kWp) applying a 20-
year lifetime [33]. The same system price is used for Estonia. For
HPH, we applied a 15-year lifetime, 20 years for HS, 5-years for
lead-acid battery, and 20 years for Flow battery [34e36]. Mainte-
nance and replacement costs are excluded. Table 4 lists technical
parameters for local heat production and heat storages.
2.5. Power storage data

Since not all generated PV can be consumed immediately,
storing the excess energy during off-peak times may significantly
improve the system efficiency and satisfy variable power demand
at different timescales during the day [38]. Thus, PS can increase
the self-consumption of PV power. Additionally, PS can lead to
other benefits such as demand response or shaving high load peaks.
The efficiency of the battery energy storage system (BESS) is mainly
influenced by the battery efficiency, power conversion, and standby
consumption of the different system components [39]. The eco-
nomic value of BESS depends heavily on the load and generation
profile: a considerable increase of self-consumption using storage
results in higher savings [40]. Battery energy is primarily used for
demand balancing and fast discharging purposes (less than an
hour), but solutions for longer term battery operation are devel-
oped [41]. The number of charge/discharge cycles depends on the
s in IOT and Its Application (RTIA-18) 
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Table 4
Technical parameters for local heat production and heat storage in both locations.

Parameter Value Unit Description Reference/Comment

hu 3.5 1 COP/efficiency ratio for heat pump [37]
hSB 0.99 1 Storage efficiency, self-discharge per time step [26]

hINB 0.95 1 Efficiency for charging storage [34]

hOUTB
0.95 1 Efficiency for discharging storage [34]

sIN;MAX
H

1.2 MW Heat storage maximum charge rate calculation

sOUT ;MAX
H

1.2 MW Heat storage maximum discharge rate calculation

Unit cu;t (V/MWh) cMAX
u (V/MW/a) cCONSTu (V/a) Description

Helsinki
DH 34.87/63.62 15052 2528 DH contract, energy price summer/winter
PP ElSpot Finland 1591 125 PP contract (energy fee hourly changing)
Tallinn
DH 60.17 0 0 DH contract, fixed maximum price for 2019
PP ElSpot Estonia 764 308 PP contract (energy fee hourly changing)
Helsinki and Tallinn
PV e 1766 0 PV investment per kW peak power
HPH e 116 923 0 Ground source heat pump investment
HS e 396 0 Heat storage
PS-flow 23 914 0 Power storage, flow battery
PS-lead e 33 694 0 Power storage, lead-acid battery

Table 3
Prices for different energy sources and storages.
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capacity taken from the battery (a function of discharge rate and
depth of discharge), operating temperature, and the charging
method [42]. Selecting the appropriate short-term and longer-term
PS technologies lay in a balance between the feasibility for build-
ings, reasonable costs, suitable technical performance parameters,
and available now and near future.

Table 5 presents four different PS technologies. Before making
the final decision onwhat kind of two technologies to include in the
study, we considered a Vanadium Redox Flow Battery (VRFB) and a
Proton Exchange Membrane (PEM) for (little) longer-term opera-
tion. VRFB has a very low daily self-discharge rate but a disadvan-
tage is a relatively low round-trip efficiency (e.g., compared to the
lead-acid battery) [35]. Our model uses a VRFB battery systemwith
a capacity of 0.5 MWh and a daily self-discharge of 0.01% [43].

The fuel cell is similar to a battery where the electrochemical
reaction occurs as long as fuel is available [44]. The proton exchange
Table 5
Flow battery and lead-acid battery parameters (efficiency in 15 min settlement).

Flow Lead-acid Tesla Powerpack Fuel cell Un

0.99999 0.99998 0.99998 0.99999 1
0.83667 0.89443 0.94604 0.80623 1
0.83667 0.89443 0.94604 0.80623 1
0.65 0.80 0.895 0.65 1
0.01 0.2 0.017 0.01 1
10 000 900 4000 3000 cyc
20 5 10 10 ye
0 0.25 0.04 0 1
0.5 0.1 0.1 0.5 MW
0.05 0.025 0.037 0.025 MW
0.05 0.025 0.037 0.025 MW
325 000 150 000 385 000 410 000 V/
23 914 33 694 47 467 50 549 V/
4 4 4 4 %
0.07358 0.22463 0.1233 0.1233 1

*Price in USD, currency rate 1 USD ¼ 0.8299 EUR, end of day prices provided by Mornin
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membrane, also known as PEM, uses a polymer electrolyte. PEM
has a response time from seconds to minutes [44,45]. Without
significant operational constraints, this battery operates over the
quasi-entire power load range (10e100%) within seconds [45]. PEM
has a lifespan of 10 years, but the high manufacturing costs and a
complex water management system make this technology expen-
sive compared to other considered PS technologies [46].

For short-term PS, we chose the lead-acid battery, which is
known as the oldest storage device among all rechargeable batte-
ries [47]. Lead-acid BESS has relatively low daily self-discharge
rates ranging from 0.09% to 0.4%, which are somewhat higher
than Li-ion batteries [35]. Our model uses a lead-acid battery with a
capacity of 0.1 MWh and a daily self-discharge of 0.2% [38]. Another
short-term PS is the Tesla Powerpack system. Each Powerpack
contains 16 individual battery pods, each with an isolated DC
converter [48]. The battery capacities start from 50 kWh. We tested
it Description Reference/Comment

Storage efficiency calculation
Efficiency of charging storage [16,40]
Efficiency of discharging storage [36]
Round-trip efficiency [35,48]
Self-discharge rate, daily loss [38,43,48]

les Full cycles (until 80% capacity) [36,49]
ars Lifetime (until 80% capacity) [35,36,49]

Depth of discharge (0 ¼ empty) [35,36]
h Storage capacity [36,49]

Maximal charge rate calculation
Maximal discharge rate calculation

MWh Investment cost/capacity [36,50]
MWh, a Investment cost/capacity, annual calculation

Interest rate, annual [1,40]
Annuity factor calculation

gstar, January 21, 2021.
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our model with a 100 kWh Powerpack with high efficiency and 
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round-trip efficiency and a response time compared to the other 
three PS types. Due to the much higher price, the Powerpack did 
not appear superior to lead-acid batteries for our buildings.
2.6. Power price
Buying power from the grid means payments for the energy and 
distribution, subsidy and RES subsidy (in Estonia), electricity tax, 
retailer margin, and VAT. Finland does not have a feed-in tariff or 
feed-in premium for small-scale renewable power. This means that 
excess PV power must be sold to the grid at a low price that de-
pends on the retailer. In Helsinki, this is the ElSpot power market 
price. Consequently, the sales price for electricity is much lower 
than the purchase price [1]. Therefore, it is generally best if local PV 
production can be used locally rather than sold to the grid.

Estonia is currently upgrading its transmission network to help 
integrate a higher share of PV generation. Under the current reg-
ulations, Estonia pays for renewable power production a feed-in 
premium [51] on top of the market price of electricity [52]. The 
premium has a sliding scale and is designed with a payment cap 
and floor. The full premium (53.7 V/MWh) is paid when the 
average market price of power in the previous month is below the 
floor value 39.3 V/MWh. The premium decreases linearly to reach 
zero at the cap value that equals the average market price 93 V/
MWh. In 2019, the average monthly market price had mostly 
stayed between the floor and cap, which means that on average, 
the sales price for renewable power has been 93 V/MWh 
subtracted by retailer margin.

Table 6 presents the power parameters used in the model. Data 
for Helsinki is received from the distribution company Helen [30]. 
Data for Tallinn is obtained from distribution company Elektrilevi 
OÜ [31].
3. Building optimization model

The building optimization model has been developed as an
extension of the model in Ref. [1]. The main extensions are the
introduction of 15min time interval for power-related components,
construction of 15 min power demand and price data, introduction
of multiple storages for energy forms, more detailed model for
storages, and limits on selling power to the grid to gain feed-in
premium for renewable power in Estonia. The current model
Table 6
Power price parameters for both locations (PV system 330 kW).

Value Unit Description

Helsinki (VAT 24%)
44.04 V/MWh Average ElSpot price 2019
40.67 V/MWh Transmission fee
5.51 V/month Fixed cost (220 V)
4.87 V/month Basic fee
2.98 V/MWh Retailer margin
22.53 V/MWh Electricity tax (VAT 0%)
103.47 V/MWh Energy price
124.55 V/year Annual constant fee
Tallinn (VAT 20%)
45.86 V/MWh Average ElSpot price 2019
30.72 V/MWh Transmission fee
21.44 V/month Distribution integration fee
4.20 V/month Current 100A (220V)
5.40 V/MWh Subsidy
13.60 V/MWh RES subsidy
3.06 V/MWh Retailer margin
78.39 V/MWh Electricity purchase price
39.21 V/MWh Electricity sales price (< 50 kW)
307.73 V/year Annual constant fee
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omits cooling because neither of the target buildings has cooling.
Cooling could be easily included in the model, but with multiple
(power-based) cooling options, model size would grow
significantly.
3.1. Objective function

Themodel minimizes combined operating and fixed costs. Fixed
costs depend linearly on the capacity of different energy supply and
storage units. Purchase contracts for energy (DH, PP) have a
monthly or yearly tariff for maximal capacity agreed on in the
contract. For local energy production (PV, HPH), the fixed costs
consist of the investment costs, which depend on the maximal
production capacity (V/MW). Investment costs of storages depend
on the storage capacity (V/MWh). In addition to the linear capacity-
based components, the fixed costsmay include a constant cost term
(V). In the model, all fixed costs are represented as an annuity and
scaled for the length of the planning horizon.

In the model, the set of energy supply units is U, and storages is
S. The objective function minimizing the overall costs is:

min

X
u2UH

XT
t¼1

cu;txu;t þ
X
u2UP

X4T
t¼1

cu;txu;tþ

X
u2U

�
cMAX
u xMAX

u þ cCONSTu zu
�
þ

X
u2S

�
cMAX
u sMAX

u þ cCONSTu zu
�

(1)

The first sum adds up operating costs of the hourly operating
energy supply units for heat u2UH . The second sum adds up
similarly operating costs for power-related units u2UP that operate
on 15 min level. Because the heat pump consumes power in 15 min
periods, it is included in UP . For heat units, the index t iterates over
the hourly periods 1, …, T, and for power units over the 15 min
periods 1, …, 4T. In a yearly model, T ¼ 8760 h, and 4T ¼ 35 040
quarters of an hour. For the supply units, the operating costs are the
unit cost multiplied by the operating level of the unit xu;t . For some
supply units the unit costs may be zero. For sales contracts, the unit
cost is negative. Storages have no operating costs in this
formulation.

The fixed costs of the supply units and storages are computed by
the third and fourth summations, correspondigly. The capacity
variables xMAX

u and sMAX
u are multiplied by cost per capacity cMAX

u .
Constant cost terms cCONSTu are multiplied by ON/OFF (0/1) variables
zu and added to the capacity-dependent costs. The ON/OFF variable
equals 1 if corresponding unit is included and 0 if the unit is
excluded from the energy system configuration.

Due to the ON/OFF variables, the model is a MILP model. If the
ON/OFF variables are fixed to 0 or 1 or the constant cost terms are
zero, then the model is reduced into an LP model.
3.2. Power demand and price at 15 min

Europe will transition from hourly power balance settlement
into 15 min time intervals. Finland is planning to make this tran-
sition in 2023 [53]. Baltic countries, including Estonia, are also
considering the same schedule, and will make this transition no
later than 2025. It is still unknown how this change is reflected in
the power demand and power price at 15 min level. We estimate
that the market volatility will increase somewhat. In Ref. [54], the
author tried to estimate the volatility based on the current Fre-
quency Containment Reserve (FCR) market. The FCR market sets
imbalance prices and is thus relevant to balance responsible parties
[19]. In this work, we assume that the relative volatility (standard
s in IOT and Its Application (RTIA-18) 
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dP;t ¼ ð1þ arÞ$DP;Pðtþ3Þ=4 R
.
4; t ¼ 1;…;4T ; (2)

cP;t ¼ ð1þ arÞ$CP;Pðtþ3Þ=4 R; t ¼ 1;…4T : (3)

Divisor 4 is needed in (2) to distribute hourly demand (MWh) to
15 min demand. In these formulas, r is a random number in range
[�1,þ1] and a is a scaling factor determined for each data series so
that the 15 min data has 1%-point higher relative volatility. Fig. 3
illustrates the constructed 15 min power price data for two days
in Finland.

deviation) of power demand and power price will be 1% point 
higher at the 15 min level than at the hourly level. To achieve this, 
we generate 15 min demand and price data from hourly data by 
distributing the hourly data on the corresponding four 15 min in-
tervals and adding random noise to reach the desired volatility. In 
other words, each 15 min data point for power demand and spot 
price (dP;t , cP;t ) is formed from the corresponding hourly data (DP;t , 
CP;t ) using the following formulas:
3.3. Energy balances

In the following subscript H stands for heat and P for power.
Energy balance constraints state that combined energy supply
must match the demand ðdH;t ; dP;tÞ in each time interval. The hourly
heat balance equations are formulated as:

X
u2UCONTR

H

xu;t þ
X

u2UPROD
H

xHu;t þ
X
u2SH

�
sOUTu;t � sINu;t

�
¼ dH;t ; t ¼ 1;…; T :

(4)

The left-hand side of the heat balance adds up external heat
through purchase contracts (set UCONTR

H ), production by local pro-

duction units (set UPROD
H ), and discharge minus charge of heat

storages (set SH).
The power balance equations for 15 min periods are formulated

as:

X
u2UþP

xu;t �
X

u2U�P

xu;t þ
X
u2SP

�
sOUTu;t � sINu;t

�
¼ dP;t ; t ¼ 1;…;4T :

(5)

The power balance adds up power from units that supply power
(set UþP: PP contract, PV), subtracts power from power-consuming
units (set U�P: power sales, HPH), and adds discharge minus charge
of power storages (set SP).
3.4. Contracts for power and heat

Purchase contracts for power (PP) and heat (DH) include an
energy-based fee cu;t (V/MWh), a yearly capacity-based fee cMAX

u

(V/MW), and a constant fee cCONSTu . The purchase contracts are then
Fig. 3. Construction of 15 min power price data (
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defined as follows:

0 � xu;t � xMAX
u ; t ¼ 1;…; T; u2UH; (6)

0 � xu;t � xMAX
u ; t ¼ 1;…;4T ; u2UP ; (7)

0� xMAX
u � Fzu; (8)

zu 2 f0;1g; u2UCONTR
H ∪UCONTR

P : (9)

Here (6) and (7) set the capacity limits for the contracts. When
the contract is included in the configuration (zu ¼ 1), the right-hand
side of constraint (8) equals a big number F that allows the capacity
xMAX
u to be optimized. When the contract is not included (zu ¼ 0),
constraint (8) sets capacity to zero. To force inclusion or exclusion of
the contract in the configuration, the binary ON/OFF variable (9) can
be fixed to 1 or 0. Otherwise the inclusion or exclusion of the
component is optimized using MILP. In practice, the power contract
must always be included; PV cannot supply enough power for the
target buildings without enormous seasonal power storages.

Selling power back to the grid (PP-out) is represented by vari-
ables xu;t � 0 with negative unit cost. For a small-scale producer
who has a power purchase contract, no capacity-based fee is
applied.

Estonia has feed-in premium for renewable power sold into the
grid. Power sales with premium cannot exceed the PV production
each hour. Thus, the Estonian model includes the additional
constraints

xu;t � xPV ;t ; t ¼ 1;…;4T; u2UCONTR
P : (10)

Here xPV ;t is the hourly PV production (see section 3.6).

3.5. Ground source heat pump

The set of heat production units UH includes a ground source
heat pump (HPH) for a heating. The heat pump consumes power at
15 min time intervals (variables xu;t), but the produced heat is fed
into the heat balance at hourly intervals (variables xHu;tÞ. The heat
pump model is defined by the following constraints.

0� xu;t � xMAX
u ; t ¼ 1;…;4T ; (11)

xHu;t ¼ hHt
�
xu;4t�3 þ xu;4t�2 þ xu;4t�1 þ xu;4t

�
; t ¼ 1;…; T ; (12)

0� xMAX
u � Fzu; (13)

zu2f0;1g (14)

Constraints (11) set the capacity limit for the operating level
(input power) of HPH. Constraints (12) define the hourly heat
output as the sum of production during four consecutive 15 min
V/MWh) from hourly ElSpot data in Finland. 
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xu;t ¼ hPVAurt
.
4; t ¼ 1;…;4T; (15)

0 � Au � zuAMAX
u ; (16)

zu2f0;1g (17)

In (15), variable xu;t is PV production, variable Au is the panel
area (m2) and rt is the intensity of the solar radiation (MW/m2). This
formulation assumes maximal PV production all times. Changing
(15) into an inequality allows switching PV off. This is meaningful in
situations where renewable power production exceeds demand
and storage capacity, and a demand response request asks the
building to reduce power production. As before, binary variable zu
in (16)-(17) encode inclusion or exclusion of PV.

3.7. Storages

The model for storages u 2 S is formalized as

su;t ¼ h;Su su;t�1 þ hINu sINu;t � sOUTu;t 1
.
hOUTu ; (18)

sDEEPu sMAX
u � su;t � sMAX

u ; (19)

0� sINu;t � sIN;MAX
u ; (20)

0�sOUTu;t � sOUT;MAX
u ; t¼1…;T when u2SH and

t¼1;…;4T when u2SP
(21)

0� sMAX
u � Fzu; (22)

zu2f0;1g; (23)

su:0 ¼ sDEEPu ; u2S: (24)

Here dynamic constraints (18) link storage levels of subsequent
hours together. Constraints (19) define deep discharge and capacity
limits. The deep discharge limit is proportional to the variable ca-
pacity sMAX

u . Constraints (20)e(21) limit charge and discharge rate.
Heat storages (set SH) operate hourly and power storages (set SP) at
15 min periods. As before, F and binary variable zu in (22)-(23)
encode inclusion or exclusion of the storage unit. Constraint (24)
sets the initial storage level to the minimal level. Alternatively,
there could be a cyclic constraint defining the initial level equal to
the level after the last period su;0 ¼ su;T . With a yearly model both
approaches produce practically the same result. In operative use,
the initial level is set to the current storage level.

periods using COP factors htH . For an air-source heat pump the COP 
factor depends on outdoor temperature, but for a ground source 
heat pump the COP can be assumed constant. As for the energy 
contracts, F and binary variable zu in (13)-(14) encode inclusion or 
exclusion of the heat pump. The direct operating costs for the heat 
pump are zero. Operating costs are caused indirectly by consumed 
electricity.

3.6. Photovoltaics

Production is computed for each 15 min time interval based on 
solar radiation intensity on the panel, the PV panel area, orientation 
of panels with respect to the sun, and panel efficiency factor hPV . 
The PV model is:
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To prevent power storage expiration before planned lifetime it is
possible to restrict the number of full charge/discharge cycles
during the planning horizon to a maximum of Bu. This is defined by
an additional constraint

X4T
t¼1

hINu sINu;t � Bu
�
sMAX
u � sDEEPu sMAX

u

�
(25)

4. Results and discussion

Solving the building energy model as a MILP problem gives the
buildings the optimal configuration, dimensioning, and operation.
However, to gain insight in how the different energy solutions
interact, we also study several sub-optimal configurations for the
two buildings. We have optimized the energy systems with
different sizes of PV, flow battery, lead-acid battery, and heat
storage. In each configuration, DH and PP contracts were included
together with ground source HPH, and their capacity limits were
optimized.

All models were solved using LP2, which is an efficient solver for
large sparse LP/MILP problems using the product form of inverse
and supporting upper and lower bounds for variables [55]. The
models were validated hierarchically by testing each component
first separately and then together. Sensitivity analysis was used to
verify that the optimal solution reacted correctly to changes in
input data.

4.1. Optimal solution and other configurations

Table 7 shows two optimized configurations for each building
and corresponding annual total costs, operating costs, and fixed
costs. Firstly, we observe that the optimal size of any kind of power
storages was zero for both buildings in the optimal configurations
and all other configurations that we have analyzed. Secondly, the
heat storage was clearly cost-efficient in the optimal configurations
and all other configurations. Thirdly, PV was cost-efficient in the
Helsinki building but not in the Estonian building. The optimal PV
panel area in the Helsinki building was 1033 m2 when no space
restriction for PV was set (first configuration). The persistent base
load of the Helsinki building allows consuming PV locally even
during the peak production hours in the summer. The second
Helsinki configuration includes a space restriction of 330 m2 PV
panel area on the roof. The space restriction increased the annual
total costs by 1271 V.

The first configuration for the Tallinn building shows that zero
PV area was optimal. The unprofitability of PV in the Tallinn
building is due to relative purchase and sales prices of power in
Estonia, and the power load profile of the Tallinn building that does
not coincide well with PV production. To introduce renewable
power production, we included 330m2 PV on the roof of the Tallinn
building in the second configuration. This is close to the maximal
PV area that supports small-scale renewable energy production in
Estonia [46]. The inclusion of 330 m2 PV leads to only 290 V extra
annual costs, so PV is close to being profitable.

Without local production and storages, the total energy costs are
159 322 V for the Helsinki building and 35 846 V for the Tallinn
building. Thus, the optimal configurations cause yearly savings of
22 509 V in Helsinki and 7484 V in Tallinn.

4.2. Power and heat storage configurations

Next, we study selected energy storage configurations where
s in IOT and Its Application (RTIA-18) 
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Description Unit Helsinki Tallinn

PV unrestricted PV � 330 PV unrestricted PV ¼ 330

DH capacity MW 0.103 0.113 0.130 0.130
PP capacity MW 0.209 0.215 0.061 0.060
HPH capacity (P) MW 0.072 0.072 0.018 0.018
PV area m2 1033 330 0 330
HS size MWh 1.059 0.703 0.180 0.161
PS size MWh 0 0 0 0
Total costs V/a 135 542 136 813 28 362 28 652
Operating cost V/a 102 044 117 032 25 844 19 714
Fixed costs V/a 33 498 19 781 2518 8938

Table 7
Freely optimized and PV-constrained configurations for the two buildings. HPH capacity is for input power; heat output is COP (3.5) times larger.
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different subsets of HS, PS-lead and PS-flow storages are included.
In all models, 330 m2 PV is included, while PP, and HPH capacities
are optimized separately for each storage configuration. When
included in a configuration, the capacity of PS-lead ¼ 0.1 MWh, PS-
flow ¼ 0.5 MWh, and HS size is optimized. The considered con-
figurations are:

� PS-lead included without other storages.
� HS included without other storages.
� PS-lead & HS included.
� PS-flow & HS included.
� PS-flow & PS-lead & HS included.

Note that the HS configurations are same as the PV-constrained
optimal solutions in Table 7.

Table 8 reports the dimensioning and cost allocation for both
buildings. First, we study the dimensioning and then the costs. For
Helsinki, we see that without HS (the PS-lead configuration) the
building needs a significantly larger DH contract than with HS (all
other configurations). When HS is included, the optimal size of DH
does not depend much on the presence of power storages. In Tal-
linn, the same DH size is used in all configurations because the DH
contract does not include a capacity fee in Tallinn. The PP contract
capacity is very similar across the different configurations in Hel-
sinki. In Tallinn, when the large PS-flow battery is included, the
Table 8
Dimensioning and cost allocation for selected storage configurations for both buildings.

Description Unit PS-lead HS PS-lead
& HS

PS-flow
& HS

PS-flo
PS-le

Helsinki

Dimensioning
DH MW 0.182 0.113 0.113 0.113 0.113
PP MW 0.205 0.215 0.204 0.207 0.204
HPH MW 0.072 0.072 0.072 0.072 0.072
PV m2 330 330 330 330 330
HS MWh 0 0.703 0.702 0.702 0.702
PS-flow MWh 0 0 0 0.5 0.5
PS-lead MWh 0.1 0 0.1 0 0.1
Overall costs
Total V 140 867 136 813 139 812 148 189 151 2
Oper V 116 967 117 032 116 684 116 469 116 1
Fixed V 23 900 19 781 23 128 31 720 35 08
Total costs by unit
DH V 9116 7266 7260 7263 7264
PP V 113 580 114 468 114 109 113 897 113 5
PP-out V 0 0 0 0 �6
PV V 6431 6431 6431 6431 6431
HPH V 8370 8369 8365 8363 8362
HS V 0 278 278 278 278
PS-flow V 0 0 0 11 957 11 95
PS-lead V 3369 0 3369 0 3369
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system benefits from larger PP capacity. With larger battery ca-
pacity, the building can at times buy power into the storage and
later sell more PV to the network while discharging the storage for
its own use. Optimal HPH capacity is almost constant across
different configurations, but a little larger in Tallinn when HS is
excluded.

Optimal HS size is almost constant across the configurations in
Helsinki (about 0.7 MWh). This suggests that HS does not interact
significantly with PS. In Tallinn, optimal HS capacity is about
0.16 MWhwithout PS (HS configuration), but decreases as function
power storage capacity to 0.14 MWh (PS-flow & PS-lead & HS).
This indicates that HS and PSmay compensate each other slightly in
providing flexibility to the Tallinn building.

Looking at the overall costs, numbers show the unprofitability of
both kinds of PS. Lowest total costs for both buildings are in the HS
configuration, without PS. The configurations including PS together
with HS (PS-lead&HS, PS-flow&HS, PS-flow&PS-lead&HS) have
significantly higher total costs due to increase in fixed costs.
Although, power storages cause savings in operational costs; these
savings are not large enough to cover the PS investment. The annual
savings in operational costs due to storages are actually very low, in
the order of some hundreds of euros (maximally 914 V in Helsinki,
618 V in Tallinn).

By studying the breakdown of total costs by units, we observe
that the greatest difference between the Helsinki and Tallinn
w &
ad &HS

PS-lead HS PS-lead
& HS

PS-flow
& HS

PS-flow & PS-lead
& HS

Tallinn

0.130 0.130 0.130 0.130 0.130
0.059 0.060 0.057 0.078 0.101
0.020 0.018 0.018 0.018 0.018
330 330 330 330 330
0 0.161 0.156 0.146 0.140
0 0 0 0.5 0.5
0.1 0 0.1 0 0.1

03 31 997 28 652 31 652 40 205 43 381
18 19 506 19 714 19 351 19 303 19 096
5 12 492 8938 12 301 20 902 24 285

607 412 413 414 420
47 21 175 21 620 21 286 21 456 21 327

�1923 �1965 �1996 �2200 �2267
6431 6431 6431 6431 6431
2338 2089 2087 2089 2087
0 64 62 58 56

7 0 0 0 11 957 11 957
3369 0 3369 0 3369
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buildings is in power sales back to the grid (PP-out). PP-out is 
practically zero in Helsinki (highest revenue 6V). In Tallinn, PV is 
sold to the network for about 2000 V in each configuration. This is 
partly due to the Estonian renewable energy feed-in premium, 
partly because the power load profile of the Tallinn building makes 
it difficult to consume all PV locally. Larger PS in Tallinn supports a 
little higher PV sale, but the increase is far too small to make PS 
cost-efficient. The HS is quite cost-efficient in Helsinki because it 
enables savings in both DH energy and capacity fees. This happens 
by boosting the HPH operation: the HS is charged by HPH when 
power price or heat demand (or both) are low, and discharged to 
replace DH when power price or heat demand is high. In Tallinn, the 
benefit from HS is much smaller because it causes savings only in 
DH energy fee (no DH capacity fee in Tallinn).

4.3. Comparison of power storages for buildings

Different power storage technologies have different properties 
in terms of investment cost, lifetime, charge and discharge rate 
[56], capacity, storage losses, and roundtrip losses. Here we 
compare two common power storage technologies (the flow and 
lead-acid batteries) as part of building energy systems. While the 
flow battery is cheap per storage capacity (V/MWh), it suffers from 
low round-trip efficiency. The lead-acid battery has higher round-
trip efficiency but also a somewhat higher price per storage ca-
pacity. For this reason, the lead-acid battery can be more suitable 
for short-term storage, while the flow battery may suit better as 
longer-term storage.

We wanted to study if long- and short-term power storages 
work in synergy together, or if only one of them is superior. 
Therefore, we optimized both building energy systems with flow 
battery sizes 0, 0.05, 0.1, 0.5 MWh, and lead-acid battery sizes 0, 
0.05, 0.1 MWh. 330 m2 PV was included in all these models, while 
PP, HPH, and HS capacities were optimized for each storage 
configuration.

Table 9 presents the increase in total costs, increase in invest-
ment costs, and decrease in operating costs for all storage combi-
nations when compared to zero-size storages. Power storages are 
clearly non-profitable in both buildings. Although savings in 
operating costs increase monotonically as function of storage size, 
that is not enough to cover the increase in fixed (investment) costs. 
As a result, the total costs increase as a convex function of storage 
size. Smallest losses are obtained for both buildings by investing in 
the 0.05 MWh flow battery, which is the cheapest option
Increase (V) in annual total costs ¼ (fixed costs - operating costs) as function of flow and l
storage size combination as reference. *The (0,0) reference cell shows the absolute costs

Helsinki

Lead\Flow 0 0.05

0 136 813
(19 781 þ 117 032)*

1134
(1189

0.05 1497
(1670e173)

2634
(2864

0.1 3000
(3348-348)

4138
(4542

Tallinn

Lead\Flow 0 0.05

0 28 652
(8938 þ 19 714)*

1120
(1194

0.05 1470
(1681e211)

2610
(2876

0.1 3000
(3363-363)

4155
(4560

Table 9
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considered in our study. Comparing the increase in investment
costs with savings in operating costs allows us to judge how much
investment costs must decrease (or savings in operating costs must
increase) before the storages become cost-efficient. While the in-
vestment costs are the same for both buildings, the savings in
operating costs depend on many local parameters. The ratio be-
tween fixed cost increase and operating cost decrease is in the
range 9e21 in Helsinki, and in the range 8e29 in Tallinn. In both
buildings, the smallest ratio is obtained by the smallest lead-acid
battery of size 0.05 MWh. The ratio means that the investment
price of lead-acid batteries is at least 9 and 8 times too high
compared to savings in operational costs to make them cost-
efficient in Helsinki and Tallinn buildings, correspondingly. To
make power storages cost-efficient in buildings calls for lower
price, extended lifetime, smaller losses, and lower interest rate.
Increased power price volatility, greater imbalance between supply
and demand, and smaller flexibility of the energy system in the
absence of storages also work in the same direction by increasing
the operational cost savings due to storage use.

We can use Table 9 to evaluate if there is synergy between a
short-term and longer-term power storage. The savings in opera-
tive costs the combination of 0.05 MWh PS-lead and PS-flow bat-
teries are 230 V in Helsinki, and 266 V in Tallinn. The average
savings of a single 0.1MWh PS-lead or PS-flow battery gives savings
(348 þ 109)/2 ¼ 228.5 V in Helsinki, and (363 þ 139)/2 ¼ 251 V in
Tallinn. So there is synergy, but it is minimal, worth 1.5 V in Hel-
sinki and 15 V in Tallinn.

4.4. Optimal power and heat storage operation

Fig. 4 presents the optimal operation of storages for the Tallinn
building in the selected storage configurations of Table 8. When
included in the system, the size of PS-flow ¼ 0.5 MWh, PS-
lead ¼ 0.1 MWh, and the size of HS is optimized separately in each
configuration where it is included. The optimal storage operation
for the Helsinki building was very similar to Tallinn, and same
conclusions can be drawn. To save space, we omit the diagrams for
Helsinki.

When only PS-lead is included (Fig. 4, first diagram), the storage
operates throughout the entire year, but less intensively during the
winter when PV production is negligible. PS-lead is charged to
avoid wasting PV when the production is high, but power con-
sumption for the HPH or the rest of the building is low. PS-lead is
discharged as soon as the power can be used locally. It is rarely cost-
ead-acid power storages size (MWh). The cost increases are computed with the (0,0)
.

0.1 0.5

e55)
2271
(2380e109)

11 376
(11 939e563)

e230)
3771
(4057e286)

12 889
(13 619e740)

e404)
5277
(5737e460)

14 391
(15 305e914)

0.1 0.5

e74)
2250
(2389e139)

11 553
(11 964e411)

e266)
3760
(4070e310)

13 132
(13 654e522)

e405)
5318
(5757e439)

14 729
(15 347e618)
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Fig. 4. Operative storage use in a hybrid system of a building in Tallinn. Data for 30 weeks (Monday-Sunday) (February 4 e September 1, 2019).
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efficient to buy power into the storage when the price is low, and
sell it back to the grid when the price is high. This is partly due to
the relatively high losses in the charge/discharge cycle, partly due
to limited storage capacity that can be used more cost-efficiently to
optimize local PV use.

When only HS is included (Fig. 4, second diagram), the HS
operates uniformly throughout the year to utilize heat demand and
power price variations. When heat demand is low and power is
cheap, the HS is charged using HPH, and occasionally using DH.
When heat demand is high and power price is high, the HS is dis-
charged to reduce the power consumption of HPH.

When PS-lead & HS are included (Fig. 4, third diagram), their
respective usage patterns are surprisingly similar to the configu-
rations where they were included individually. This means that
there are not many synergies between heat and power storages in
the building energy system. The HS operates in concert with DH
and HPH to satisfy the heat demand as cheaply as possible. PP and
PV dictate the PS-lead operation to optimize power consumption.
While the HPH connects the building's power consumption and
heat production, this connection does not cause significant de-
pendencies between the HS and PS-lead operation.

Fourth and fifth diagrams in Fig. 4 show the operation of PS-
flow & HS and for PS-flow & PS-lead & HS, respectively. To save
space, we omit the diagram for PS-flow alone. The optimal opera-
tion of the PS-flow battery is quite different from PS-lead, because
the charge/discharge cycle of PS-flow involves significantly larger
losses. Regardless if PS-flow operates by itself, or together with HS,
PS-lead, or both, it is charged and discharged much less frequently,
only when power price or balance between power supply and de-
mand changes significantly in time. PS-flow operation is also sur-
prisingly similar, regardless in which configuration it is included.
4.5. Discussion

The optimized configurations with renewable HP and PV pro-
duction and HS resulted in significant annual savings in total
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energy costs when compared to the original configuration of the
buildings: about 22 500V in Helsinki and 7500V in Tallinn. While
saving costs, the optimized configurations also improved signifi-
cantly the energy efficiency of both buildings. Energy efficiency is
measured as the E-value, which represents annual non-renewable
primary energy consumption for HVAC (heating) per floor space
[57]. The E-value is calculated by adding up consumption of
different energy forms (DH, PP) multiplied by their primary energy
factors and dividing the sum by heated floorspace. PV production
can be subtracted from HPH power consumption even if it is used
elsewhere in the building or sold back to the grid. The primary
energy factors are 1.2 for PP and 0.5 for DH in Helsinki and 2.0 for PP
and 0.65 for DH in Tallinn [58]. In Helsinki the initial E-value was
65 kW/m2 and dropped to 37 kWh/m2 in the optimal configuration.
In Tallinn the initial E-valuewas 41 kW/m2 and dropped to 16 kWh/
m2 in the optimized configuration with 330 m2 PV.
5. Conclusions and future research

We have developed an LP/MILP model for optimizing dimen-
sioning and operation of renewable hybrid energy solutions of
buildings based on 15 min power balance settlement to be intro-
duced soon. The model includes multiple energy storages, such as a
heat storage and different kinds of battery power storages. We have
applied the model to plan the retrofitting of an office building in
Helsinki and a residential building in Tallinn, with PV, ground
source heat pump, hot water tank, and flow and lead-acid batteries.

Overall, the optimized configurations caused significant annual
savings in energy costs for both buildings (22 500 V in Helsinki,
7500 V in Tallinn) while reducing non-renewable primary energy
consumption. PV was cost-efficient in the Helsinki building. The
optimal PV size for the Helsinki building was over 1000 m2, but
only 330 m2 could be fitted on the rooftop. The key to the cost-
efficiency of PV in Helsinki was that practically all PV could be
consumed locally in the building, without having to sell PV power
to the grid at a very low price. This was facilitated by the power load
s in IOT and Its Application (RTIA-18) 
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profile of the Helsinki building e power demand remained suffi-
ciently high in the summer days when PV production was high.

In the Tallinn building, PV was, somewhat surprisingly, un-
profitable. However, the deficit caused by 330 m2 PV investment 
was small, about 290 V/a. There are primarily two reasons for the 
unprofitability: the power load profile of the Tallinn building and 
the level of the Estonian feed-in premium. The power load of the 
Tallinn building is not high enough during the PV peak days to 
allow all PV to be consumed locally, and a part of PV power must be 
sold to the grid. Although Estonia has a feed-in premium for small-
scale renewable power production, it is not sufficiently high to 
make PV sales to the grid cost-efficient.

The HS was is highly cost-efficient, in both buildings, because it 
allows higher utilization ratio of the HPH causing savings in DH 
energy fees. In Helsinki, the HS also caused savings in the fixed DH 
contract costs by allowing smaller DH power limit.

It was disappointing to see that PSs were grossly unprofitable in 
both buildings even subject to 15 min power balance. The invest-
ment costs (annuity) of PS were between 9 and 21 times higher 
than the caused savings in yearly operational costs in the Helsinki 
building and 8 to 29 times higher in the Tallinn building. Based on 
these ratios, it seems unlikely that PS will reach the break-even 
point for cost-efficiency soon.

An interesting observation is that the power and heat storages 
do not interact strongly, even in the presence of the ground source 
heat pump. This observation applies both to the optimal dimen-
sioning of the technologies and to the operation of the storages. The 
heat storage operates in concert with district heating and the 
ground source heat pump while power storages operate together 
with photovoltaics and power trade. However, the optimal opera-
tion of the PS-flow battery is quite different from PS-lead. Due to 
higher charge/discharge cycle losses, the PS-flow is charged and 
discharged less frequently than the PS-lead battery. Only significant 
variations in power price or in power demand can make it cost-
efficient or necessary to use the PS-flow battery. Operation of 
both battery types is otherwise surprisingly similar, regardless in 
which configuration they are included.

Future research could involve extending the current model with 
other RES technologies, including cooling, and applying it to other 
buildings in different locations and in different local conditions. The 
cost-efficiency of PS can maybe be improved by participating in the 
frequency containment reserve (FCR) market. In the future, it 
would be interesting to evaluate if the FCR market can make PS 
cost-efficient. The current model could be modified to compute 
marginal power prices to form a basis for bids on the FCR market.
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Public charging station occupancy prediction plays key importance in developing a smart charging 
strategy to reduce electric vehicle (EV) operator and user inconvenience. However, existing studies are 
mainly based on conventional econometric or time series methodologies with limited accuracy. We 
propose a new mixed long short-term memory neural network incorporating both historical charging 
state sequences and time-related features for multistep discrete charging occupancy state prediction. 
Unlike the existing LSTM networks, the proposed model separates different types of features and handles 
them differently with mixed neural network architecture. The model is compared to a number of state-
of-the-art machine learning and deep learning approaches based on the EV charging data obtained from 
the open data portal of the city of Dundee, UK. The results show that the proposed method produces very 
accurate predictions (99.99% and 81.87% for 1 step (10 min) and 6 steps (1 h) ahead, respectively, and
outperforms the benchmark approaches significantly (þ22.4% for one-step-ahead prediction and þ6.2%
for 6 steps ahead). A sensitivity analysis is conducted to evaluate the impact of the model parameters on
prediction accuracy.
1. Introduction

Electric vehicles (EVs) have been promoted as a widely accepted
solution to reduce global CO2 emissions and climate change. To
make low-emission energy alternatives widely accepted, charging
and maintenance infrastructure needs to be widely available across
Europe [1]. While there has been an increase in recharging facilities
installed in different countries, there is still a limited number of
fast/rapid chargers (also referred to as charging points) due to their
high investment cost. For example, at the end of 2020, there were
only 51 public charging points in Manhattan, New York City (51
Level 2 and 0 Level 3 chargers).1 The limited number of fast/rapid
public chargers has become one of the major obstacles for wide-
spread EV adoption [2]. As there aremore andmore EVs running on
the road, it becomes a struggle to find a charging point before
running out of battery. While existing EV station platforms like
ChargePoint (www.chargepoint.com)http://www.chargepoint.
 Conference on Recent Trend
Computerscience Science En
com/or ChargeHub (https://chargehub.com) provide real-time
charging point availability information for users, reservation in
advance on public charging stations is still not available [3]. EV
users might end up waiting in a queue when arriving at a charging
station that was unoccupied a couple of minutes previously. A
recent study shows that operating a fleet of EVs for transport
network companies brings additional challenges as EVs need to
charge several times a day and primarily rely on fast/rapid chargers
[4]. Mitigating congestion at public fast/rapid charging stations has
become an important issue for the efficiency of charging infra-
structure management and for improving overall user experience
and EV acceptance by the general public.

For this purpose, predicting charging occupancy patterns allows
charging service platforms to better manage the limited charging
resources available and reduce a customer's charging waiting time
loss. For example, with predicted charging waiting times at
charging stations, a real-time vehicleecharging station assign-
ment/recommendation system could be developed to reduce the
charging waiting time of EV fleets [5e8]. It can also support the
development of apps for reducing vehicle idle time when termi-
nating charging sessions [9] that are directly integrated into the
vehicle's user interface (with cellular connectivity) or on the user's
s in IOT and Its Application (RTIA-18) 
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smartphone. These smart charging service management applica-
tions rely on accurate EV charging pattern predictions for a short-
term time horizon (e.g. from 30 min to several hours). However, 
there are still few studies that address this issue, and they are 
mainly based on conventional econometric or time series meth-
odologies with limited accuracy [10e12].

Modelling the discrete EV charging occupancy state (i.e. a 
charger is occupied or not at a discrete-time index) at charging 
points is challenging as the target-dependent variable is a non-
stationary binary time series, and there is very limited informa-tion 
available on public charging datasets [13]. Fig. 1 illustrates an 
example of such discrete charging occupancy states over each 
discrete time interval (10 min) of a rapid charger in the City of 
Dundee, UK. Irregular within-day and day-to-day charging occu-
pancy patterns can be observed. In such a problem, it is not difficult 
to incorporate previous occupancy states to predict the occupancy 
state at the next time step. However, it is more complex to consider 
long-term tendencies and to predict the charging occupancy 
sequence over multiple time steps. In general, public EV charging 
session data contains limited information such as the start and end 
times of charging sessions, the amount of energy charged of each 
session, the charger type or power, the geographical location of the 
charger, and the charger or customer ID.

With more EV charging data made available publicly [13,14,16], 
several scholars have started modelling EV charging patterns 
[10,15]. Amara-Ouali et al. [13] provided a complete list of 60 
publicly available EV charging datasets relevant for EV charging 
load modelling. The available data fields in these datasets are 
limited, as previously mentioned. Given the variables for which 
data is available, the occupancy and charging load can be calcu-
lated. Two categories of problems are generally studied using these 
public charging datasets.

The first category concerns modelling the charging load of in-
dividual EVs and charging stations. The objective is to predict the 
charging load profiles to evaluate the impact on the power grid or 
to develop algorithms for smart charging management [16]. 
Existing studies mainly apply statistical models to estimate the
Fig. 1. Example of the charging occupancy profile of a rapid charger on

International Conference on Recent Trend
Organised by Department of Computerscience Science En
probability distribution of charging loads. Majidpour et al. [17]
appliedmachine learning approaches to predict aggregate charging
loads at EV charging stations. Lee et al. [16] applied Gaussian
mixture models to estimate the distributions of charging arrivals,
the duration of each charging session, and the amount of energy
charged. Flammini et al. [14] estimated a mixture of multivariate
normal distributions for the distribution of the number of charging
sessions on the public charging network in the Netherlands.

The second category considers the problem of modelling and
predicting the charging occupancy profile at chargers. The outcome
allows estimating energy demand together with charging power or
designing algorithms to assign EVs to chargers with the least
charging waiting time loss [18,19]. For example, Gruoss et al. [20]
proposed a Markov chain model to model the occupancy state of
charging stations based on data collected for a fleet of car-sharing
vehicles on about 40 public charging stations. However, the pre-
diction accuracy of the proposed model is not reported. Bikcora
et al. [10] applied an autoregressive logistic model for day-ahead
charging station availability and charging rate prediction. Iversen
et al. [15] proposed a state-space model to predict the status of EVs
(driving or idle) over multiple discretised time steps. Verma et al.
[21] analysed the load profile of household energy consumption
and applied different classification methods, including classifica-
tion and regression trees, random forest, and k-nearest neighbour
methods, to identify the energy consumption profiles of house-
holds with or without EV charging. Motz et al. [11] applied the
logistic regression model to predict the charging station occupancy
using ACN charging data [16]. Soldan et al. [12] also applied the
logistic regression model to predict the charging station occupancy
using time-related and historical occupancy as input features.
Existing studies are mainly based on econometric or machine
learning approaches for charging load and occupancy prediction.

Recently, deep learning (DL) approaches have received
increasing interest and have been successfully applied in speech
recognition, natural language translation, computer vision, and
medical image analysis, among many other fields. In particular, the
long short-term memory (LSTM) network and its variants have
different days of the week (0: unoccupied, 1: occupied by an EV).
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Charger type Number of charging points Number of charging sessions Number of charging sessions per day per charging point Charging
duration
(minutes)

Mean S.D.

Slow (7 kW) 40 (70.2%) 5603 1.5 725.8 1338.5
Fast (22 kW) 8 (14.0%) 1357 1.9 413.3 819.9
Rapid (43 kW or above) 9 (15.8%) 8941 10.9 28.3 36.4

Total 57 (100%) 15,901 3.1 306.9 892.0

Table 1
Descriptive statistics of EV charging sessions in the study area.
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been successfully applied in various time series forecasts (see the
recent review in Ref. [22]. An LSTM network is a kind of recurrent
neural network allowing the modelling of complex temporal de-
pendency in time series data and overcoming the vanishing
gradient problem. In the energy field, DL has been successfully
applied to residential load profile forecasting [23e25], energy
consumption prediction [26,27], and gas consumption profile pre-
diction [28]. However, the problems considered in these studies are
regression problems. There are still few studies that tackle discrete
EV charging occupancy state modelling problems.

In this study, we propose a hybrid LSTM neural network that
combines both LSTM and forward neural networks to merge het-
erogeneous features for the prediction of EV charging occupancy
over a planning horizon. The results show that the proposed
approach outperforms the state-of-the-art machine learning ap-
proaches and benchmark deep learning networks using the public
charging data from the City of Dundee, UK, in 2018. The main
contributions of this paper are summarized as follows.

� We develop a new hybrid LSTM method to predict discrete EV
charging occupancy sequences for multistep prediction. We
generate new day-type tendency features from limited fields of
public EV charging station data to increase significantly the
prediction accuracy. The proposed mixed network structure
allows merging heterogeneous data types, providing a gener-
alized and flexible framework for time series forecasting based
on LSTM neural networks.

� Our experiments show that the proposed approach outperforms
significantly classical time series (logistic regression), machine
learning approaches (support vector machine (SVM), random
forest, and Adaboost), and benchmark deep learning networks
(LSTM, Bi-LSTM, and GRU). The proposed method is easy to
implement and can be applied for efficient charging infra-
structure management.

� We also analyze the EV charging session data of the city of
Dundee to understand the charging patterns of users and
charging load profiles in the study area and evaluate the influ-
ence of different hyperparameters of the hybrid LSTM method
on prediction accuracy.

This paper is organized as follows. Section 2 presents the dataset
and the exploratory analysis of the data. Section 3 presents the
proposed hybrid LSTMmodel, performancemetrics, and alternative
benchmark methods for multistep EV charging occupancy state
prediction. In Section 4, we report the performance of the proposed
method and compare it with the benchmark methods. A sensitivity
analysis is conducted to evaluate to what extent different model
parameters affect the prediction accuracy for multistep prediction.
Finally, we discuss the results and offer some concluding remarks.
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2. Data collection and pre-processing

2.1. Dataset

In this paper, we consider EV charging data from the open data
portal of the city of Dundee, UK,2 which provides datasets
describing various EV charging sessions. Each session contains
charger identifiers, start and end times of charging sessions,
amount of energy charged, the power of chargers, and the
geographical locations of chargers. There are three types of char-
gers in the study area: slow chargers (7 kW), fast chargers (22 kW),
and rapid chargers (� 43 kW).3

In the present study, a three-month charging session dataset
fromMarch 5, 2018, to June 4, 2018 (91 days) is used. Table 1 reports
the descriptive statistics. There is a total of 40 slow, 8 fast, and 9
rapid chargers in the data; 56.2% of charging sessions are realized at
rapid chargers, while 35.2% and 8.5% are at the slow and fast
chargers, respectively. Due to the low charging occupancy of slow
and fast chargers (1.5 and 1.9 sessions per day-charger for slow and
fast chargers, respectively), we focus on the more challenging issue
of modelling the occupancy of rapid chargers (10.9 sessions per
day-charger, on average), which present very irregular within-day
and day-to-day occupancy patterns as shown in Fig. 1.

We first delete the outliers: charging durations at rapid chargers
that are more than three standard deviations from the median [21].
A total of 0.79% outliers are removed. Ultimately, 8870 rapid
charger charging sessions are used for this study. The average
charging duration of the rapid chargers is 28.3 min, with a standard
deviation of 36.4 min (see Table 1). The geographical locations of
the charging stations in the study area are shown in Fig. 2.
2.2. Characteristics of charging occupancy at rapid chargers

We further analyze the charging behaviour of users and the
charging occupancy patterns at rapid chargers. The upper part of
Fig. 3 shows the EV plug-in time distributions on weekdays and
weekends. Onweekdays, most charging sessions occur from 7:00 to
21:00, with a peak between 12:00 and 14:00. For weekends, the
plug-in time profile is smoother compared to that of weekdays. The
number of overnight (from 0:00 to 6:00) charges are doubled on
the weekend. Regarding the charging duration on weekdays and
weekends (the middle part of Fig. 3), almost all charging sessions
are less than 60 min, and mostly between 10 and 40 min. The lower
part of Fig. 3 shows the distribution of the charged energy on
weekdays and weekends. The charging occupancy profiles are
irregular and present a significant difference between weekdays
and weekends, as shown in Fig. 4.
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Fig. 3. Distribution of EV plug-in times, charging duration, and energy charged using rapid chargers on weekdays and weekends (March 5, 2018, to June 4, 2018).

Fig. 2. The spatial distribution of chargers in the city of Dundee (source: https://data.dundeecity.gov.uk/dataset/ev-charging-data).
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2.3. Factors influencing charging occupancy profiles

The occupancy profile of chargers depends on various factors,
including the time of the day, day of the week, weekday/weekend,
charging power, remaining battery level of EVs, battery capacity,
energy price, the geographical location of charging stations, and
idle time during which a vehicle is fully charged but still occupies a
charger [9]. Given the limited data fields available in our datasets,
the features generated for modelling the charging occupancy state
include the time of day, day of the week, weekend, and the past
charging occupancy states and average charging occupancy rates
on the type of the day (weekday or weekend), as shown in Table 2.
The objective is to predict the charging occupancy state profile for
each charger for multiple steps ahead (from 10 min to several
hours). For this purpose, we discretised one day (24 h) into 144
discrete time slots with 10-min intervals. The entire dataset is
International Conference on Recent Trend
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divided into a training dataset (first 70% of the dataset) and a test
dataset (remaining 30%of the dataset). The auto- and partial cor-
relations of charging occupancy states show that the occupancy
state at time t is correlated with its past states at times te1 and te2
(Fig. 5). Different from existing studies that consider time-related
and historical occupancy state features only, we create a long-
term charging occupancy tendency as an additional feature to
help predict the charging occupancy state for multiple steps ahead.
Fig. 4 illustrates an example showing that the charging occupancy
profiles are volatile and distinct on weekdays vs weekends.
3. Occupancy state prediction models

3.1. Proposed hybrid LSTM model

Consider an EV charger occupancy state time series yt for a
s in IOT and Its Application (RTIA-18) 
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Fig. 4. Example of the average charging occupancy rate on weekdays and weekends.

Table 2
Features used to model the charging occupancy of rapid chargers.

Feature (Variable) Meaning

Time of day ðtÞ Time index belonging to t2f1;2;…;144g for 24 h
Day of week (d) Sunday ¼ 0, Monday ¼ 1, …, Saturday ¼ 6
Weekday/weekend (w) 1 if charging occurs on the weekend and 0 otherwise
Average charging occupancy rate profile for

weekday/weekend (p)
A vector of 144 continuous variables representing the tendency of the charging occupancy rate of a charger on weekdays
or the weekend. Two constant vectors are generated, one for weekdays and another for the weekend, calculated from the
70% training dataset.

Past charging occupancy states ðyÞ A sequence of historical k-step backward charging occupancy states from t (i.e. t� 1; t� 2;…; t� k).

Fig. 5. Example of the auto- and partial correlations of the charging occupancy states at chargers.
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charger, where t is a discrete-time index t2T ¼
�
1;2;…:;HD

�
, with

D being the discrete time interval and H being 24 h. Let yt be 1 if
there is an EV charging event that occurs during ½ðt � 1ÞD; tDÞ, and
0 otherwise. Given a sequence of past charging occupancy states
(yt�1; yt�2;…Þ before t, we aim to predict the charging occupancy
state sequence for a short-term time window ahead, i.e. tþ 1;…;

tþ k� 1.
We propose a hybrid LSTMmodel taking into account both local

temporal dependency and long-term tendency to predict the
charging occupancy state sequence. Fig. 6 shows the network
International Conference on Recent Trend
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structure of the model. The short-term charging state dependency
is modelled by an LSTM block, while time-related information and
the long-term tendency of charging state profiles are handled by a
multilayer feedforward neural network. Let a sample of the input
time series data for one-time step t be Xt ¼ fX1t ;X2tg, where X1t ¼
fyt�1; yt�2;…; yt�mg and X2t ¼ ft; d;w;pg (Table 2). The LSTM block
takes X1t as input and generates a vector of hidden states and then
combines this with the output of the feedforward neural network
layers using X2t as input (Fig. 6). The latter uses three fully con-
nected layers to learn complex features from X2t . The output of the
LSTM block and the fully connected layers are concatenated and
s in IOT and Its Application (RTIA-18) 
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Fig. 6. Proposed hybrid LSTM network architecture.

Fig. 7. The LSTM block architecture.
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followed by a fully connected layer and an output layer with k
neurons, each one corresponding to a charging occupancy state
prediction for t; tþ 1;…; tþ k� 1. Two dropout layers are used for
regularization to avoid overfitting. Note that we also test incorpo-
rating the spatial correlation of charging occupancies at nearby
charging stations (i.e. charging occupancies of nearby chargers) as
input features, but the results show that this strategy did not
improve the prediction accuracy. The detailed model structure is
shown on the right side of Fig. 6.

For each time step, twelve past charging states are used as input
for the LSTM block, representing a 2-h charging occupancy
sequence. The choice of 12 past occupancy states is based on the
experiments with different lengths of past states. Fig. 7 shows the
structure of the LSTM block, which contains different cells (rect-
angles in Fig. 7), an input gate, a forget gate, and an output gate. The
equations for the LSTM block are shown in Eqs. (1)e(6) [29]. The
input gate (Eq. (1)) combines the input vector xt ðxt ¼ X1tÞ and its
hidden state vector ht�1 at t� 1. The forget gate (Eq. (2)) filters the
long-term information to be retained. The output gate (Eq. (3)) uses
a sigmoid activation function to determine what information is to
be output for the cell state. Equation (4) computes a temporary cell
International Conference on Recent Trend
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state based on the current input and hidden state at t� 1. The cell
state at t (Eq. (5)) is then updated by its previous state ct�1 and its
temporal state ~ct . The output gate (Eq. (6)) controls the final output
of the cell at time t based on ot and ct .

it ¼ sðWxixt þWhiht�1 þ biÞ; (1)

ft ¼ s
�
Wxf xt þWhf ht�1 þ bf

�
; (2)

ot ¼ sðWxoxt þWhoht�1 þ boÞ; (3)

~ct ¼ tanhðWxcxt þWhcht�1 þ bcÞ; (4)

ct ¼ ft5ct�1 þ it5~ct ; (5)

ht ¼ ot5tanhðctÞ; (6)

where Wx* and Wh* are the set of weights connecting to the input
vector xt and the previous hidden state ht�1, respectively. bi; bf ; bo;
bc are the corresponding bias terms. 5 is the element-wise
multiplication. it is the input gate that decides what information
should be retained. ft Is the forget gate that decides what infor-
mation is to be removed. ot is the output gate controlling the in-
formation to be moved forward to the output at this time step. ct is
the updated cell-state vector at t. ht is the output of the LSTM block
at time step t. s and tanh are the sigmoid and hyperbolic tangent
activation functions, respectively. The output of the LSTM block is
followed by a dropout layer for regularization and then connected
by a fully connected layer to further extract the temporal feature.

The weights of the hybrid LSTM model are learned by back-
propagation through time to minimize a designed loss function.
The activation function used in the fully connected layers is defined
as Eq. (7).
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Hyperparameter Value Hyperparameter Value

Size of hidden layers/LSTM block See Fig. 6 Regularization Dropout (0.2)
Number of hidden layers See Fig. 6 Mini-batch size 30
Activation function See Fig. 6 Number of training epochs 15
Learning rate 0.001 Optimizer Adam

Table 5
Performance metrics of the hybrid LSTM model and the benchmark methods.

k-step ahead 1 3 6 12 24 36

Accuracy
Logistics 0.8837 0.8034 0.7518 0.7166 0.6927 0.6809
SVM 0.7511 0.7421 0.7366 0.7328 0.7295 0.7283
Random forest 0.8370 0.7710 0.7397 0.7240 0.7162 0.7137
Adaboost 0.8816 0.8042 0.7563 0.7257 0.7080 0.6999
Hybrid LSTM 0.9999 0.8926 0.8187 0.7776 0.7593 0.7511

F1 score

Logistics 0.7760 0.7754 0.6687 0.5423 0.4110 0.3367
SVM 0.5987 0.6805 0.6031 0.5003 0.3918 0.3330
Random forest 0.6860 0.7247 0.6359 0.5452 0.4566 0.4088
Adaboost 0.7681 0.7736 0.6676 0.5425 0.4118 0.3366
Hybrid LSTM 0.9999 0.8562 0.7305 0.6108 0.4896 0.4279

Table 3
Hyperparameter settings for the hybrid LSTM model.
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hl ¼ReLUðWlhl�1 þ blÞ; (7)

where ReLU is defined as ReLUðqÞ ¼ maxðq;0Þ Wl , hl�1, and bl are
the weight vector, hidden layer vector, and bias term of layer l,
respectively. The output of the hybrid LSTM model is a vector of
binary values representing the multistep forecasting of the
charging occupancy states as in Eq. (8).

byt ¼ rðWhoho þ boÞ; (8)

where Who is the hidden-to-output weights. ho Is the input vector
for the output layer o, and bo is the bias term. r is a sigmoid function
defined as rðZÞ ¼ 1

1þe�Z .
For hyperparameter settings, we adopt a manual coarse turning

process by sequentially testing a set of hyperparameters based on
the proposed hybrid LSTM network architecture [30e32]. This
approach first sets up the reference values for the hyperparameters
and tune a set of key hyperparameters (i.e. the size of hidden layers,
kernel size of the LSTM block, number of hidden layers, dropout
rate, mini-batch size, see Table 8) one by one in a sequential way.
Schwemmle and Ma [32] showed that such a hyperparameter
turning strategy could obtain very accurate results with consider-
able training-time savings. Applying the state-of-the-art hyper-
parameter search algorithms [33] to find the best-performing
hyperparameters could further achieve around a 2%e5% perfor-
mance gain, with the cost of high computational time [31]. Table 3
reports the retained final hyperparameters for the hybrid LSTM
model. The total number of parameters to be trained for the final
model is 45,152. The impact of the different hyperparameter set-
tings is analysed in Section 4.3. The implementation of the hybrid
LSTM model is based on Python's Keras Application Programming
Interface of the TensorFlow package.

3.2. Benchmark methods and performance metrics

In addition to the proposed hybrid LSTM model, we consider
four machine-learning models as benchmarks to compare the
performance of our approach. These models include logistic
regression [34], SVM [35], random forest [36], and Adaboost [37].
Logistic regression uses a logistic function to model the binary
outcomes (classes) based on a set of features. SVM builds a kernel-
based hyperplane within a high-dimensional feature space for
classification tasks. Random forest builds a number of decision-tree
classifiers by sampling and averages the predicted classes from
each tree to improve the prediction accuracy and avoid overfitting.
Adaboost is an ensemble of learning methods that combine a set of
Table 4
Prediction accuracy of the benchmark methods based on the different feature settings

Classifier Model 1 (6 features)

Logistics 0.8837
SVM 0.7511
Random forest 0.8370
Adaboost 0.8816

Remark: The results are based on the test dataset.
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classifiers as a weighted sum to increase prediction accuracy. The
weights are adaptively adjusted to increase the accuracy of difficult
misclassified cases. These supervised learning methods (classifiers)
model the charging occupancy state at one time step as a binary
classification problem based on a feature vector as in Eq. (9).

byt ¼ f ðXtÞ; (9)

where f represents an applied classifier. Xt is the feature vector for
time step t. byt is the predicted outcome for time step t. The
considered feature space for the benchmark classifiers is the same
as in the previous section. As having irrelevant features may reduce
the prediction accuracy of classifiers, we test three feature sets as
follows.

� Model 1: Consider 6 features as Xt ¼ ft;d;w; yt�1;yt�2;yt�3g.
� Model 2: Extend Model 1 by using 12 past charging occupancy

states, i.e. Xt ¼ ft;d;w; yt�1;yt�2;…;yt�12g.
� Model 3: ExtendModel 2 with the additional features of average

charging occupancy rates on the same type of day, i.e. Xt ¼ ft;d;
w; p;yt�1;yt�1;…;yt�12g.

Our goal is to evaluate whether there are significant perfor-
mance differences when incorporating more elaborated features
and determine which feature setting to use. Table 4 shows that
there are no significant gains when introducing more complex
features for these classifiers. As a result, the feature set of Model 1 is
used for the benchmark methods to predict multistep charging
occupancy states in the next section. The walk-forward approach is
used for multistep time series prediction [38]. This approach uses
.

Model 2 (15 features) Model 3 (159 features)

0.8833 0.8835
0.7525 0.7509
0.8366 0.8299
0.8818 0.8818
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MAE¼1
k

Xtþk�1

s¼t

�����bys � ys

�����; (10)

where ys is the observed value for time step s and bys is the predicted
value for time step s. k is the length of a prediction time window.
For the considered problem, the performance of a model is
measured as the average accuracy moving through each time step
of the test dataset. Note that as certain chargers are unoccupied for
most of the time (unbalanced data), the F1 score is calculated as a
complementary metric. The F1 score is a weighted measure of
precision (the number of correct positive predictions divided by the
total number of positive outcomes) and recall (the number of cor-
rect positive predictions divided by the sample size). Given a vector
of predicted outcomes for a timewindow, let TP denote the number
of true positives (correct prediction for the outcome of 1) and FP the
number of false positives. The F1 score is defined as in Eq. (11).

F1 score¼ 2
precision�1 þ recall�1 ¼ TP

TP þ FNþFP
2

; (11)

where TP, FN, and FP are the number of true positives, false nega-
tives, and false positives, respectively. Note that in the case of zero
division, the F1 score is set as 0.

the prediction (ybt ) at time step t as input for the prediction at the
next time step t þ 1 and moves forward for the prediction time 
window. The implementation of the benchmark classifiers is based
on Python's Scikit-learn package.

A loss function is defined to measure the difference between 
predicted and observed outcomes. For our problem, the mean ab-
solute error (MSE) of Eq. (10) is used as an accuracy metric to 
measure the performance of the predicted charging occupancy 
sequence on a predefined short-term time window with k time 
steps ahead.
4. Results analysis

4.1. Model performance metrics

The multistep prediction results for the hybrid LSTMmodel and
Fig. 8. The prediction accuracy of the hybr
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the benchmark methods are shown in Table 5. The length of the
prediction time window ranges from 1 (10 min) to 36 (6 h) time
steps ahead. The reported results are the average of 10 runs on the
test dataset for all rapid charging stations. Fig. 8 shows that the
proposed hybrid LSTMmodel outperforms the benchmarkmachine
learning methods significantly. The 1-step prediction of the hybrid
LSTM model is very accurate (0.9999) compared to the benchmark
methods (accuracy ranging from 0.7511 to 0.8837). The prediction
accuracy decreases as the length of the prediction time window
increases. For the prediction of 3- and 6-time steps ahead, the ac-
curacy of the hybrid LSTM model remains satisfactory (0.8926 and
0.8187), outperforming the benchmark methods (0.8042 and
0.7563, respectively). As for the F1 score, its values drop signifi-
cantly starting from 12-steps-ahead forecasting. We can conclude
that the proposed approach is suitable for charging occupancy state
prediction for time windows less than 60 min ahead.

Table 6 shows the detailed prediction result for each rapid
charger for multiple time steps ahead. The performance of the
hybrid LSTM model has a good prediction accuracy of 83.7e97.9%
for prediction 3-time steps ahead (30 min). These numbers reduce
gradually when the prediction time windows become longer, as
shown on the left side of Fig. 9. From the right side of Fig. 9, we can
observe that five chargers have an average charging occupancy rate
of around 40% or more, while only charger 1 has a low occupancy
rate of 6.3%. As an example, Fig. 10 compares the predicted and
observed charging occupancy profiles for multiple time steps
ahead. The results show that the proposed model predicts well the
observed charging profiles over different prediction time horizons.

4.2. Performance comparison with other deep learning approaches

We further compare the performance of the proposed hybrid
LSTM model with seven benchmark DL models considering the
same feature space. The benchmark DL neural network architec-
tures are shown in Fig. 11.

a. LSTM [29]: Use a classical LSTM network only to connect input
sequences of feature data for multistep charging-state
prediction.
id LSTM and the benchmark methods.
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# of time steps ahead Rapid charger ID

1 2 3 4 5 6 7 8 9

1 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
3 0.979 0.945 0.922 0.903 0.859 0.837 0.838 0.862 0.887
6 0.966 0.917 0.868 0.814 0.769 0.734 0.747 0.758 0.808
12 0.960 0.905 0.838 0.758 0.706 0.686 0.705 0.709 0.763
24 0.957 0.898 0.821 0.715 0.676 0.661 0.684 0.688 0.741
36 0.956 0.895 0.818 0.699 0.670 0.658 0.687 0.678 0.735

Remark: One-time step is 10 min.

Fig. 9. Prediction accuracy of the charging occupancy states for each charger over multiple time steps (left) and the average charging occupancy rates for each charger (right).

Fig. 10. Example of the observed and predicted charging occupancy profiles using the hybrid LSTM approach for multiple time steps ahead.

Table 6
Prediction accuracy of the hybrid LSTM on the test dataset for different rapid chargers.
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Fig. 11. The benchmark DL neural network architectures (kernel size is in parentheses).

Table 7
The prediction accuracy of the benchmark DL models for multiple steps ahead.

Model Prediction of k-time steps ahead

1 3 6 12 24 36

LSTM 0.8887 0.8107 0.7613 0.7528 0.7363 0.7294
Bi-LSTM 0.8888 0.8149 0.7751 0.7557 0.7351 0.7383
GRU 0.8835 0.8085 0.7681 0.7484 0.7414 0.7398
ConvlD 0.7708 0.7449 0.7388 0.7358 0.7376 0.7367
Stacked LSTM 0.8832 0.8100 0.7701 0.7504 0.7416 0.7393
ConvLSTM 0.8830 0.8102 0.7703 0.7488 0.7454 0.7390
CNN-LSTM 0.8834 0.8082 0.7711 0.7486 0.7450 0.7416
Hybrid LSTM 0.9999 0.8926 0.8187 0.7776 0.7593 0.7511

Remark: The results are based on the average of 10 runs for the test dataset of all
rapid chargers.
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b. Bi-LSTM [39]: Use a bidirectional LSTM network to consider
both forward and backward information of input sequences of
feature data sequences for multistep prediction.

c. GRU [40]: Use a gated recurrent unit (GRU) network, which is
similar to LSTM but with a simpler architecture and fewer pa-
rameters to learn, for multistep charging-state prediction. For
the above three network structures, the input sequences of
features are connected with an LSTM/Bi-LSTM/GRU block, fol-
lowed by a fully connected layer, a dropout layer, and a fully
connected output layer with a sigmoid function.

d. Conv1D [41]: Use two 1-dimensional (1D) convolutional layers,
one Max pooling layer, and one fully connected layer for
sequential charging station occupancy state predictions. Input
features are connected with two sequential 1D convolutional
layers (kernel size ¼ 4) to filter information and then followed
by a Max pooling layer. The latter is flattened and then con-
nected by a fully connected layer and an output layer.

e. Stacked LSTM [42]: Stack multiple LSTM layers on each other to
learn deepened hidden-to-hidden state transitions for more
complex pattern recognition. We connect the input features by
two consecutive LSTM layers, followed by a fully connected
layer, a drop-out layer, and an output layer.

f. ConvLSTM [43,44]: The convolutional LSTM is a combination of
conventional networks and LSTM networks for spatiotempo-
rally correlated data predictions by integrating convolutional
filters into the LSTM structure. The input feature sequences are
connected by a 2D ConvLSTM cell with a one-dimensional
kernel size (1, 4) for handling one-dimensional time series
data in our case. The output of the ConvLSTM cell is flattened
and then connected by a fully connected layer, a dropout layer,
and an output layer for multiple time-step predictions.

g. CNN-LSTM [45]: Different from the ConvLSTM, the CNN-LSTM
uses multiple CNN layers to filter information and then con-
nect their outputs by an LSTM cell for learning hidden temporal
relationships. We connect the input features with multiple CNN
layers and multiple Max pooling layers in-between. An LSTM
cell is connected after flattening the CNN layers, then connect-
ing to a fully connected layer, a dropout layer, and an output
layer.

The feature vectors for these DL models are defined as Xt ¼ ðVt ;

Vt�1;…;Vt�m�1Þ;with Vt ¼ ft;d;w;p;yt�1g. To findwell-performing
feature settings, we first vary the number of historical steps m to
find a good input sequence length and then refine the
International Conference on Recent Trend
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hyperparameters of the model. Finally, Xt ¼ (Vt ;Vt�1;Vt�2Þ (3 his-
torical steps) is retained for the DL variants. The hyperparameters
used for these models are shown in Fig. 11, more detailed settings
can be found in the computational source codes below. Table 7
compares the prediction accuracies of the hybrid LSTM model
and those of the benchmark DL models. The results show that the
proposed hybrid LSTM model outperforms significantly the
benchmark DL models, in particular for predicting 6 or fewer time
steps ahead (see Fig. 12). The characteristics of the hybrid LSTM
model for its outperformance can be highlighted as follows. First,
time series data present different temporal regularities for which
highly irregular ones are difficult to predict (e.g. customer arrival
patterns and charging times might be random for certain charging
stations). When applying the LSTM (or other time series/machine
learning approaches) for highly irregular time series data predic-
tion, it might achieve its maximum predictability by learning the
local temporal patterns [46]. To augment the predicting accuracy,
the hybrid LSTM incorporates the output of another predictor
(expected charging occupancy trends on a longer horizon) using
multiple fully connected layers to improve the limit of the pre-
dictability of the LSTM cells. Second, the proposedmodel provides a
flexible framework to incorporate additional features as extended
neural network branches for extracting information from different
features or predictors to augment its predicting accuracy. Future
extensions could consider this idea to combine predictions from
other learning algorithms for better performance as is the case for
ensemble learning approaches.

The data and Python codes used in this study are available at
https://github.com/tym2021.
s in IOT and Its Application (RTIA-18) 
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Fig. 12. Comparison of the prediction accuracies of different DL models for multiple time-step ahead predictions.

Table 8
Influence of the hyperparameters of the hybrid LSTM model on prediction accuracy.

Hyperparameter Value Accuracy on the test dataset

Learning rate [0.0005,0.001,0.002,0.004,0.008,0.012] 0:8186 0:8193 0:8187 0:8178 0:8149 0:8110
Number of fully connected layers* [1,2,3] 0:8156 0:8184 0:8201
Kernel size of the LSTM block [18,36,54,72,108,144] 0:8187 0:8201 0:8199 0:8183 0:8185 0:8188
Dropout [0.1, 0.2, 0.3, 0.4, 0.5] 0:8188 0:8198 0:8185 0:8188 0:8166 0
Number of training epochs [10,15,20,25,30,40, 50,60,70,80,90,100] 0:8185 0:8195 0:8193 0:8191

0:8195 0:8187 0:8179 0:8166
0:8163 0:8156 0:8137 0:8123

Remark: *Top-right branch of the hybrid LSTM network architecture.

Fig. 13. Influence of the number of training epochs on the prediction accuracy of the test dataset.
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4.3. Sensitivity analysis

To further explore the influence of the model parameters, we
conduct a series of sensitivity analyses concerning five key model
parameters, as shown in Table 8. Each experiment differs by varying
International Conference on Recent Trend
Organised by Department of Computerscience Science En
the values of a tested hyperparameter while keeping other hyper-
parameters identical. The reported results are based on the average
of 5 runs on the test dataset for all rapid chargers for 6-time-step
prediction. Table 8 shows the summary of the accuracy perfor-
mance for each tested hyperparameter value. The results show that
s in IOT and Its Application (RTIA-18) 
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5. Discussion and conclusions

This paper proposes a new approach for predicting the occu-
pancy of EV charging stations. This problem is really important for 
the management of EV fleets and has hardly been addressed in the 
scientific literature as a discrete EV charging occupancy-state 
modelling problem. To do so, we propose a hybrid LSTM neural 
network that considers both short-term and long-term charging 
occupancy states to model EV charging occupancy profiles at 
chargers. An open dataset provided by the city of Dundee, UK, is 
used as a basis to implement our approach and verify its perfor-
mance. This method is compared with four other more conven-
tional machine learning methods and three other DL networks. In 
all cases, the accuracy rate and F1 score show higher performance,
both for short-term prediction (10 min: þ22% improvement in F1
score over the best competing approach) and long-term prediction
(6 h: þ2%). Similar findings are obtained when comparing other
state-of-the-art deep learning approaches. The computational
codes and data are freely available for their potential applications 
and extensions.

These results show a strong potential for the improvement of 
charging station occupancy prediction methods, which allows EV-
based mobility service operators to develop smart-charging 
scheduling strategies. Moreover, the proposed methodology could 
lead to a more advanced recommendation or allocation strategies 
than what exists todaydfor example, using multi-objective opti-
misation approaches to meet various constraints (e.g. which 
charging station should a user consider given waiting time, po-
tential new arrivals, and the geographic position of that station). 
Similarly, the practical development of these new strategies would 
require a high-speed exchange of information and a full, low-
latency interconnected networkdwhich could involve distributed 
network issues or ones specific to the wireless and 5G communi-
cation literature. Future work might extend the proposed meth-
odology for other time series forecasting involving continuous 
variables with heterogeneous (time series and cross-sectional) 
data. Other possible directions might involve different mixed ar-
chitectures with additional spatiotemporal features for different 
applied fields such as EV energy consumption demand and taxi 
demand arrival pattern forecasting.

Data availability

The data and Python codes used in this study are available at 
https://github.com/tym2021.

using different hyperparameter settings could improve marginally 
the prediction accuracy which is consistent with our previous study 
[32]. We find that using three fully connected layers allows the 
enhanced learning of non-linear relationships from the large 
(i.e.147) feature vector. For the kernel size of the LSTM block, we 
find it performs better with a size between 18 and 54. The best 
dropout rate is 0.2, and the best-performing number of training 
epochs is 15 to avoid overfitting on the test dataset (Fig. 13). For 
new charging occupancy datasets (e.g. newly available data from 
existing or new charging stations), one can tune the hyper-
parameters by the proposed sequential tuning approach using the 
values (Table 3) found in this study as a reference and test limited 
candidate values for each parameter around this reference point to 
adapt new scenarios quickly.
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Abstract: Many algorithms have been used to track the MPP in a PV generator. Although these algorithms have proved their 
worth, the fact remains that they still have limits in terms of stability, response times and significant presence of oscillations, 
especially for sub-Saharan conditions where the climate variation is very sudden and has a considerable impact on the power 
delivered at the generator output. In this article, the objective is to develop a maximum power point tracking (MPPT) controller 
based on an Adaptive Neuro-Fuzzy Inference System (ANFIS) to improve the performance of the Felicity Solar photovoltaic 
module FL-M-160W submitted to varying environmental conditions. The specifications of the FL-M-160W module are used to 
analyze and model the PV generator and boost converter located between the panel and the load in Matlab / Simulink. After the 
experimental tests, a database was set up to develop the neurofuzzy controller. The proposed ANFIS model was tested and 
validated under the Matlab / Simulink environment and then inserted into the PV system. The optimum voltage Vopt provided 
by this model is compared to the reference voltage Vpv provided by the PV generator and the error obtained is used to adjust 
the duty cycle of the DC-DC boost converter. After simulations, the results obtained reveal a good performance of the ANFIS 
controller compared to conventional P&O, InC and HC controllers in terms of stability, convergence speed, accuracy, 
robustness, and response time even under unstable environmental conditions with an efficiency of about 98%. 

Keywords: Photovoltaic System, Modeling, MPPT Controller, ANFIS, Converter, Unstable Environmental Conditions 

1. Introduction

The sun is an inexhaustible source of renewable energy,
generating little or no waste or polluting emissions. It is used 
to produce energy in two forms (thermal and photovoltaic). 
Photovoltaic solar energy is the transformation of part of the 
light from solar irradiation into electrical energy using a set 
of elements constituting a PV system whose basic 
phenomenon implemented is the photovoltaic effect. This 

form of energy has the advantage of stabilizing global 
warming, preserving our fossil fuel reserves and ensuring 
energy security for the planet. Compared to conventional 
energy resources, photovoltaic solar energy systems still 
presents a large area of competition due to its high 
installation cost and low power consumption due to the 
conversion efficiency of PV cells. In addition, during the 
operation of the PV generator, the P-V and I-V characteristics 
vary. Indeed, the maximum power point (MPP) changes 
position with the change of light intensity or temperature, and 
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therefore the optimal voltage changes value. An adaptation 
stage is generally introduced to operate the PV generator 
optimally to ensure its profitability. The voltage at the panel 
terminals must be continuously regulated to its optimum 
value to work at maximum power: this is the Maximum 
Power Point Tracking (MPPT). In a PV system, the MPPT 
command can be defined as an algorithm which associated 
with an adaptation stage allows the system to operate in its 
optimal operating point and this whatever the atmospheric 
conditions (temperature and global sunshine) and of load 
value [1]. Many algorithms have been used to track the MPP 
in a PV generator. Although these algorithms have proved 
their worth, the fact remains that they still have limits in 
terms of stability, response times and significant presence of 
oscillations especially for sub-Saharan conditions where the 
climate variation is very sudden and has a considerable 
impact on the efficiency of the solar generator. Unlike 
standard methods where the stability of the system cannot be 
ensured due to the fluctuations around the MPP that they 
cause, higher precision of systems, especially nonlinear 
systems, can be ensured with artificial intelligence methods. 
Fuzzy logic controller (FLC) and artificial neural networks 
(ANN) have been used successfully to track the peak power 
point of PV systems [2, 3]. Fuzzy controllers are fast 
converging and have minimal oscillations around the MPP 
but their effectiveness is highly dependent on the skills of the 
designer. On the other hand, neural networks allow to follow 

the MPP with precision [4, 5]. Nevertheless, the complexity 
of implementing this technique remains. To solve this 
problem, many MPPT controllers combining fuzzy logic and 
neural networks have been developed to establish a 
compromise between complexity and precision in the 
implementation of MPPT. In this work, the ANFIS controller 
is used to extract the maximum power in a Felicity Solar 
photovoltaic module FL-M-160W. This document is divided 
into 5 sections. After introducing this work, section 2 
presents the PV system consisting of a panel and the 
adaptation stage. A review on the MPPT commands used for 
the maximum power point research is presented in section 3 
and section 4 develops and models the neuro-fuzzy MPPT 
controller uses. Finally, after modeling and simulation, 
results and discussion are presented in section 5. 

2. Modeling of the Photovoltaic System

A photovoltaic system is a set of elements that are used to
produce solar energy [6]. Figure 1 illustrates the overall 
block diagram of the proposed system. The proposed model 
is a standalone PV system that includes a PV array use as a 
power generation source. This PV array is connected to the 
DC-DC boost converter that use ANFIS algorithm as MPP
tracking technique to ensure the adaptation between the panel
output voltage and the load.

Figure 1. Overall block diagram of the PV system proposed. 

2.1. Electrical Modeling of the Solar Panel 

A photovoltaic (PV) cell can be represented by the 
equivalent circuit shown in figure 2. In the case of an ideal 
solar cell, the equivalent electrical circuit consists of a 
current source Iph, generated by light in parallel with a 
single-diode. But in practice, no solar cell is ideal. Therefore, 
a shunt and series resistance are added to the model in order 
to take into account all the phenomena present during the 
conversion of light energy. In practice, the maximum current 
is delivered to the load when the serie resistance Rs is very 
small and the shunt resistance Rsh is very large. 

Figure 2. Equivalent diagram of a PV cell with a diode. 
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The power supplied to the output of a solar cell is 
generally very low. To increase the output power of solar PV 
systems, solar cells are connected in series and parallel 
configurations to form PV modules whose equivalent model 
is discribed in figure 3. 

Figure 3. Equivalent circuit of a PV module. 

Using the theory of semiconductors and photovoltaic, the 
non-linear relationship between current voltage of the PV 
module can be described mathematically using basic 
equations 1, 2, 3, 4, 5 and 6. 

Saturation current: 

�� = ��� ∗ � �
�	


� ∗ �� ������� � �
�	 − �

�
�  (1) 

Reverse saturation current: 

��� = 	���	
��� !"#	!$%&�

 (2) 

Photocurrent: 

��' = (
(	 )��* + ,- . ∆01  (3) 

with ∆0 = 0 − 0� = 0 − 298.
Current through the shunt resistance: 

��' = 56
7�8 = 	597:.�

7�8  (4) 

Output Current of a solar cell: 

I = ��' − �� ��� �)59�7:1�5$ 
 − 1� − =59�7:7> ?  (5) 

@� = ��
�  (6) 

The output current of the considered PV module is given by: 

�A5 = BA��' − BA�� ��� �C. 597:������
 − 1� − �597:�7�8 �   (7) 

where D� is the series resistance of the solar cell and V is the
output voltage of the cell and BA  is the number of cells in
parallel. 

Figure 4 represents the block diagram of the photovoltaic 
generator designed in Matlab/Simulink using previous 
equations. 

Figure 4. Block diagram of the photovoltaic generator. 

At the Standard Test Condition (STC, AM = 1.5, G = 1KW 
/ m² and Tc = 25°C), the characteristics of the FL-M-160W 
module chosen for modeling and simulation are shown in 
table 1. 

Table 1. Characteristics of the FL-M-160W solar module. 

Parameters Values 

Production tolerance +/-3% 
Maximum power (Pmpp) 160W 
Maximum power voltage (Vmpp) 18.20V 
Maximum power current (Impp) 8.80A 
Short-circuit current (Isc) 9.33A 
Open circuit voltage (Voc) 21.84V 
Number of cells in series (Ns) 36 
Number of cells in parallel (Np) 1 

2.2. Analysis of PV Module Characteristics 

The Characteristics of the solar module FL-M-160W are 
shown in figures 5, 6 and 7. 

Figure 5. I (V) and P (V) characteristics of the photovoltaic module. 

MPPT Based on Adaptive Neuro-Fuzzy... D. Mishra et al.

International Conference on Recent Trends in IOT and Its Application (RTIA-18) 
Organised by Department of Computerscience Science Engineering, AIET Bhubaneswar. 22 Nov. - 24 Nov 2018

237



Figure 6. Irradiation variation on I (V) and P (V) characteristics. 

Figure 7. Temperature variation on I (V) and P (V) characteristics. 

Figure 5 illustrates the non-linearity of the output power 
characteristic of a photovoltaic panel as a function of the 
voltage at its terminals. There is a point of the curve where 
the power is maximum called maximum power point (MPP). 
As we can see in figure 6 and 7, the I (V) and P (V) 
characteristics change with irradiance and temperature. A 
decrease of irradiation G causes a decrease in the current 
followed by a very slight decrease in the voltage Voc and 
therefore a shift of the maximum power (Pmax) of the solar 
panel towards lower powers. When the temperature 
increases, the open circuit voltage Voc considerably 
decreases while the current is almost unchanged. This has the 
immediate consequence of reducing the maximum power. 

To take advantage of the maximum energy conversion, it is 
necessary to operate the PV panel around this MPP. To work 
at maximum power point, it is necessary to continuously 
adjust the voltage across the panel to its optimum value, this 
is called Maximum Power Point Tracking (MPPT). 

2.3. DC-DC Boost Converter 

The boost regulator is strongly recommended to follow the 
MPP because of its advantages over the buck converter [7]. 
This switching power supply enables a higher value variable 
DC voltage source to be fabricated from a fixed input DC 
voltage source. The principle is to change the duty cycle of a 
rectangular signal to create a variable average voltage called 
Pulse Width Modulation (PWM). Figure 8 illustrates the 
boost converter model produced on Simulink, the 
specifications of which are contained in table 2. The output 
voltage Vs is expressed by equation 8: 

@� = 5E
)�&F1  (8) 

With α the duty cycle such that 0 < I < 1. 

Figure 8. Simulink model of the boost converter. 
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Table 2. DC-DC boost converter parameters. 

Parameters Values 

Switching frequency (khz) 20 
Inductance L (µH) 10694.10e-8 
Input voltage (V) 18.20 
Capacitors C and Ce (µF) 31575.10e-8 

3. Maximum Power Point Tracking

The direct connection of a PV source to a DC load poses
the problem of transferring the maximum power when the 
irradiance changes suddenly [8]. To maximize the power 
produced by the PV generator, an impedance adapter stage is 
very often used and controlled by one or more control laws 

commonly referred in the literature as “Maximum Power 
Point Tracking”. A MPPT command is a command 
associated with an adaptation stage which makes it possible 
to monitor the maximum power point of a photovoltaic 
module by making the PV module operate in its optimum 
operating point, whatever the atmospheric conditions 
(temperature and sunlight) and the value of the load [9]. 

3.1. Perturb and Observe (P&O) MPPT Command 

The MPPT P&O algorithms are widely used to track MPP 
in PV systems. It allows to determine the point of maximum 
power for a solar irradiation and a temperature or for a level 
of degradation of PV system characteristics given. Figure 9 
gives the flowchart of this algorithm [10]. 

Figure 9. Perturb and Observe (P&O) algorithm [10]. 

The P&O algorithm is a classical algorithm widely used 
for its simplicity and ease of implementation, its precision, 
and its speed of reaction [11]. However, in the case of sudden 
variations in temperature and / or illumination (clouds), the 
poor convergence of the algorithm is noted [12]. This 
algorithm also presents some problems related to the 
oscillations around the MPP that it generates in steady state 
because the MPP search procedure must be repeated 
periodically, forcing the system to constantly oscillate around 
the MPP, once the latter is reached. These oscillations can be 
minimized by reducing the value of the disturbance variable. 
However, a low increment value slows down the search for 

MPP, so you have to find a compromise between precision 
and speed when choosing this update step that makes this 
command difficult to optimize. 

3.2. Incremental Conductance (InC) MPPT Command 

It is a widely used and easy to implement method. This 
technique addresses the problem of the P&O divergence in the 
case of a rapid change in sunlight. To calculate the MPP, the 
algorithm compares the conductance G with the incremental 
conductance ∆G, and this by looking for the point of 
cancellation of the derivative of the power. A schematic 
description of this algorithm is shown in figure 10 [8, 13]. 
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Figure 10. Incremental Conductance (InC) algorithm [13]. 

Figure 11. Hill Climbing (HC) algorithm [14]. 
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The accuracy and speed with which the algorithm tracks 
the MPP depends on the size of the reference voltage 
increment or the duty cycle reference. Two main handicaps 
are reconciled with this method. The first is the oscillation of 
the operating point around the steady state MPP, the second 
is that the algorithm can easily lose track of the MPP if the 
solar radiation changes rapidly. When the irradiation varies 
instantly over time, the monitoring of the MPP evolves 
correctly. But, if the irradiation changes at a slope, the 
tracking will be poor. The algorithm is unable to determine 
whether the change in power is due to the voltage disturbance 
or the change in solar radiation. This principle is illustrated in 
Figure 9. Several authors, to verify the performance of this 
proposed method, choose an irradiation profile of different 
shapes for the simulations. 

3.3. Hill Climbing (HC)MPPT Command 

Hill Climbing (HC) method consists of making the 
operating point rise along a characteristic to reach the 
maximum of the power function of the GPV against the duty 
cycle of the converter. This is to give a disturbance on the 
duty cycle which results in a displacement of the operating 
point along the power-duty cycle characteristic of the 
photovoltaic generator. The Hill Climbing algorithm is 
developed in figure 11 diagram [14]. 

With an efficiency between 95.5% -99.1%, this technique 
is easy to implement. In addition, its main limitations are 
oscillations around the MPP in steady state and an occasional 
loss of the search for MPP during rapid change in weather 
conditions.  

To remedy the various problems associated with the 
various classical algorithms, artificial intelligence techniques 
such as fuzzy logic and neural networks have been 
introduced. 

3.4. Adaptive Neuro-Fuzzy Inference System (ANFIS) 

ANFIS is an adaptive neuro-fuzzy inference system that 
uses a 5-layer MLP neural network to refine the fuzzy rules 
already established by human experts and readjust the 
overlap between the different fuzzy subsets to describe the 
input-output behavior of a complex system using a database 
for learning. It combines the advantages of two machine 
learning techniquesartificial intelligence techniques (Fuzzy 
Logic and Neural Network). In this system, fuzzy logic 
transforms input data into a desired output via a highly 
interconnected neural network, weighted to map the digital 
inputs to an output. As shown in figure 12, this network 
which integrates both the Takagi-Sugeno Kang fuzzy 
inference system (FIS) and an artificial neural network has a 
structure composed of five layers representing the network 
architecture artificial neural. Square nodes represent adaptive 
parts while circular nodes represent non-adaptive sections. 
The parameters of the adaptive nodes will be modified during 
the ANFIS learning process [15]. The learning is done by a 
hybrid technique based on the principle of backpropagation 
[16] and the least squares method. The role of learning is the
adjustment of the parameters of this fuzzy inference system.
This model provides very good approximation results for
nonlinear functions.

Figure 12. Two-entry ANFIS architecture for two rules [17, 18]. 

The functions of nodes and layers are (9) and (10): 
Rule 1: If  is J� and K is L� then,

M�)	, K	1 = O�	 + C�	K +	P�  (9) 

Rule 2: If  is JQ and K is LQ then,

MQ)	, K	1 = OQ	 + CQ	K + 	PQ  (10) 

Where   and K  are the inputs, and J� , JQ , L�  and LQ  are
the fuzzy sets that represent linguistic values such as small, 
medium, large. These fuzzy sets would be determined during 
the learning process. O� , C� , P� , OQ , CQ , PQ  are design
parameters also determined during the learning process. 

The ANFIS structure consists of five layers: 
Layer 1: The first layer represents the fuzzy membership 

functions. Each node of this layer has a Gaussian-type 
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membership function according to Jang's model (6): 

RS-� = TU-)1, V = 1,2
S-� = TW-)K1, V = 1,2	  (11) 

S-�  are the fuzzy membership levels used to specify the
membership degree of net entries 	 and y in terms of 
linguistic valuesJ- and L- .

Layer 2: Each neuron V of this layer is a circular fixed node 
with the label π which generates as output the product of its 
inputs (fuzzy rules) and generates the product X-  (12).

S-Q = X- = TU-)1. TW-)K1, V = 1,2  (12) 

Layer 3: Each neuron makes it possible to calculate the 
ratio between the weight of the rule and the sum of the 
weights of all the rules (13). 

S-� = XYZZZ = [\
[]9[^  (13) 

The obtained value represents the contribution of the fuzzy 
rule to the result. 

Layer 4: Each neuron V  of this layer is connected to a 
corresponding normalization neuron and to the initial inputs 
of the network. This layer calculates the coefficients of the 
first order equation of a Takagi-Sugeno rule for each fuzzy 
rule (14). 

S-_ = XYZZZM- = XYZZZ)O- 	 + C- 	K + 	P-1, V = 1,2      (14)

Where XYZZZ is the output of layer 3, and {O- , C-, P-} is the set
of output parameters of the first order rule i, which are called 
consequent parameters. 

Layer 5: Includes a single neuron that represents the output 

layer that provides the output of ANFIS by calculating the 
overall weighted output of the system (10). 

S-̀ = M = ∑ XYZZZM-� = ∑ [\b\\
∑ [\\  (15) 

Subsequently, a hybrid learning algorithm that combines 
the backpropagation learning algorithm and the least squares 
method makes is used to define the optimal values of the 
parameters of these membership functions and the 
consecutive parameters. These consecutives parameters are 
used to determine the ANFIS network output. An 
experimental database collected on a Felicity Solar PV 
module FL-M-160W is used to learn, test and check the 
neuro-fuzzy controller. 

4. Modeling of ANFIS  MPPT Controller

4.1. Experimental Features 

In this work, ANFIS is used to track the maximum power 
point in a PV system under unstable environmental 
condition. The optimum voltage obtained at the outlet of the 
ANFIS network is used to build the duty cycle and allow the 
PV panel to deliver optimum power output. Figure 13 
illustrates the data acquisition device. A database is built 
using a Benning Sun 2 type pyranometer and an acquisition 
card which serve as equipment for the acquisition of data 
through experimental tests which will be optimized to 
approximate the output which corresponds to the maximum 
power, depending on variation of irradiance and temperature. 

Figure 13. Experimental data acquisition device. 

The experimental tests carried out for the day of November 04, 2020 made it possible to build a database including test, 
verification and learning data. Figure 14 illustrates the global irradiance G and the solar panel temperature TPV while figures 
15 and 16 illustrate the evolution of current and voltage recorded in relation to the global irradiance. 
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Figure 14. Weather data (irradiance and temperature) recorded. 

Figure 15. Evolution of the Vpv voltage 

Figure 16. Evolution of the Ipv current. 
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As can be seen in figure 14, the weather conditions 
fluctuate sharply throughout the day. The solar irradiance 
fluctuates between 114 W / m² and 1072 W / m². The 
irradiance peak value of 1072 W / m² is obtained under an 
ambient temperature of 41°C and corresponded for a 
temperature of 37°C on the panel surface. The temperature 
fluctuates daily between 30°C and 41°C. Figure 15 illustrates 
the voltage evolution recorded in relation to solar irradiance. 
It appears that the measured Vpv voltage tends to follow the 
profile of the overall irradiance and the Ipv current. This 
variation is quite normal because, according to Ohm's law, 
the voltage across the resistive load is proportional to the 
current intensity. 

Having our database, the ANFIS controller structure is 
developed as illustrated in figure 20 where irradiance (G) and 
temperature (0A5) are the input variables. The output variable
which is the PV generator voltage at which the maximum 
power point occurs is taken as the reference voltage. The 
optimum voltage produced by ANFIS is compared to the 

reference voltage of the PV generator and the error is given 
to generate operating signals. The operating signal is then 
given to the PWM generator. The generated PWM signals 
manage the DC - DC converter duty cycle to adjust the 
operating point of the PV module. 

4.2. Modeling of ANFIS on Matlab / Simulink 

To build the ANFIS structure, 509 elements are used as 
training data, 120 as checking data and 120 as testing data. 
Each data is made up of input (Irradiance, Temperature) and 
output (voltage) variables. Then, the number and type of 
input membership functions are defined to configure our 
fuzzy system for training. Seven membership functions are 
used for the two input variables and each of the membership 
use the 'trimf' type functions. To generate the initial 
membership functions, the genfis1 command is used. Figure 
17 illustrates these initial membership functions. 

Figure 17. Initial membership function of ANFIS. 

Figure 18. Comparison between Vpv and ANFIS output Vopt. 

For the learning of the structure, a hybrid learning 
technique combining the backpropagation algorithm for the 
determination of the parameters of the premises (adjustment 
of the parameters related to the membership functions) and 
the method of least squares for the estimation substantial 
parameters is used. For an epoch number of 1000, the result 
of the training is checked. The syntax evalfis calculates the 
output of the fuzzy system where RMSE (Root Mean 
Squared Error) represents the root mean square error. Figure 
18 shows the ANFIS output as a function of the system 
training variables (@c�d).

After training, completely unknown data parameters are 
presented to the model and the performance is tested. 
Figure 19 illustrates the new membership functions after 
training.
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Figure 19. Final membership function of ANFIS. 

The structure of ANFIS, generated by the Matlab code is a 
five layer network as shown in figure 20. It has two inputs 
(irradiance and temperature), one output and seven 
membership functions for each input. Fourty Nine fuzzy rules 
are derived from fourteen input membership functions. These 
rules are derived according to the input and output mapping, so 
as to construct maximum output power for each value of input 
temperature and irradiance level. Figure 22 shows output of 
fuzzy rule for a specific value of operating temperature and 
irradiance level. it is shown that the MPP voltage (@e��) vary
with the changes of PV cell temperature and solar irradiance. 

According to the geographical and meteorological 
position, an irradiance of 735w / m² and a panel surface 
temperature of 40°C are required to have an output voltage of 
18.2V which corresponds to the manufacturer's @e�� , we
must, depending on our geographical and meteorological 
position, have an irradiance of 735w / m² and a panel surface 
temperature of 40°C. Figure 21 depicts the typical behavior 
of the ANFIS structure. It is three-dimensional plot between 

temperature, irradiance and maximum voltage. It is shown 
that with an increase in the irradiance level and a moderate 
temperature, the maximum available power of the PV module 
increases [19]. 

Figure 20. ANFIS structure. 

Figure 21. Surface view created by ANFIS. 

Figure 22. Rule base of ANFIS controller. 

MPPT Based on Adaptive Neuro-Fuzzy... D. Mishra et al.

International Conference on Recent Trends in IOT and Its Application (RTIA-18) 
Organised by Department of Computerscience Science Engineering, AIET Bhubaneswar. 22 Nov. - 24 Nov 2018

245



In the following section, the results presented show that the proposed ANFIS based MPPT is more stable and faster than the 
conventional MPPT algorithms. 

5. Results and Discussion

The Simulink model of the standalone PV system is shown in figure 23. It consists of PV panel, DC-DC boost converter and
load. The neuro-fuzzy MPPT control algorithm is associated to the converter to operate the generator at its maximum power 
point. 

Figure 23. PV system with ANFIS MPPT controller. 

5.1. Stable Environmental Condition 

Simulations are carried out under fixed conditions of illumination G = 1000 w / m² and temperature T = 25°C. The output 
characteristics of the neural controller are illustrated by figures 24, 25 and 26. 

Figure 24. Panel output power. 
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Figure 25. Panel output voltage. 

Figure 26. Panel output current. 

As shown in Figure 24, the output power of the PV system 
using ANFIS MPPT controller has a significant stability with 
a very low response time of around 0.01s. 

the important oscillations present in the transient phase 
disappear after 0.007s. However, there are weak oscillations 
that remain because this power varies between 155.3 and 
156.7W. The output current is relatively low while the output 
voltage is very high with an average value of 37.5V. 

Figure 27 compares neuro-fuzzy and conventional 
controllers. The ANFIS controller can accurately track the 
maximum power point of the PV generator. 

Compared to conventional MPPT, the output power 
generated by ANFIS is more stable in both steady-state and 

transient conditions and closer to MPP. It converges quickly 
to the new MPP. Conversely, although the P&O, InC and HC 
controls follow the MPP perfectly, they are slower and only 
arrive at the MPP after a delay. The recovery time is 
approximately 0.018s for these techniques. The average 
values of the currents and voltages supplied by these 4 
controllers are almost identical, ie approximately 4.15A and 
37.5V. However, it should be noted that the currents and 
voltages supplied by conventional controllers exhibit 
significant oscillations. The ANFIS controller improved the 
transition state by reducing steady state oscillations and 
speeding up the tracking process. 
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Figure 27. Power output for various MPPT control in steady state. 

5.2. Variable Environmental Condition 

Under rapidly change conditions, there are sharp variations 
in irradiance and / or temperature. However, the variation in 
temperature has little influence on the output power 
compared to the variation in sunlight. simulations are realised 

with a constant temperature equal to 25°C for a solar 
irradiation which suddenly deviates from 1000 to 700 W / m² 
then from 700 to 1200 W / m² and this for 1s. Figure 28 
illustrates the output power of the generator in unstable 
conditions. 

Figure 28. Disturbed output power. 

In order to evaluate the robustness, the rapidity, the precision and the speed of convergence of the ANFIS technique 
developed as well as its capacity to follow the MPP under the conditions of abrupt variation of the environmental conditions, a 
comparison is made with the classical methods (figures 29, 30 and 31). 
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Figure 29. Comparison of output powers in unstable conditions. 

Figure 30. Comparison of output voltages in unstable conditions. 

Figure 31. Comparison of output currents in unstable conditions. 
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During rapid changes in climatic conditions, the output 
characteristics (maximum power, voltage and current) 
provided by the PV generator varies proportionally with 
irradiation as shown in Figures 29, 30 and 31. When 
irradiation is 1000W / m², the maximum power supplied by 
the GPV stabilizes around 156 W for the different MPP 
tracking techniques. When the sun goes from 1000 to 700W / 
m², this maximum power is 110 W for ANFIS, 99W for 
P&O, 88W for InC and finally 85W for HC. Finally, when 
going from 700 to 1200 W / m², Pmax becomes equal to 
190W for ANFIS, 170W for P&O and InC and 178W for HC. 
There are significant oscillations of conventional techniques 
compared to ANFIS first in transient and steady state as well. 
The sudden variation in sunlight greatly disturbs 
conventional controllers. In our case, for low irradiation, the 
HC controller is less cost effective compared to other 
conventional techniques, but it becomes better when the 
irradiation becomes greater. These results show that MPPT 
controllers allow adaptation of PV generator and load to MPP 
with optimal transfer of PV power. 

6. Conclusion

In this work, a neurofuzzy controller is used to modelise the
MPPT command for a PV generator in disturbed conditions. In 
order to achieve the goals, PV system elements have been 
modeled in Matlab / Simulink. A review on MPPT commands 
was developed and allowed to highlight the difficulties of 
classical MPPT commands in the MPP research and to give 
particular interest of using ANFIS as MPPT controller in PV 
system. From the experimental tests carried out on site, ANFIS 
controller has been developed and modeled using the 
temperature and solar irradiance as input variables and voltage 
as the output variable. The developed ANFIS model has been 
trained, tested and validated in Simulink/Matlab, then has been 
inserted into the system to regulate the DC-DC boost 
converter. Simulation of the behavior of the PV system under 
stable and disturbed environmental conditions has been carried 
out to analyze the characteristics obtained at the output of the 
panel. A comparative study between the ANFIS controller and 
conventional MPPT controllers reveals robustness, high 
stability and very low response time compared to conventional 
methods. The efficiency of the ANFIS MPPT controller is 
about 98%. 
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Abstract: Wind energy as a renewable energy source continues to be a better alternative to fossil-fuel based generation due to 

its low cost and environmental benefits. While considerable research efforts have been focused on modeling and control of grid 

connected variable speed squirrel cage induction generator (SCIG) wind energy conversion systems (WECS), comprehensive 

models for grid integration studies have been almost non-existent. This paper presents the detail modeling, control and analysis 

of a grid-connected 2.25-MW variable speed SCIG based WECS that can be utilized for grid integration studies. The presented 

WECS model consists of a pitch regulated wind turbine connected to a SCIG through a gear box. Then, a full-capacity power 

electronic converter with maximum power point tracking (MPPT), dc bus voltage regulation and power factor correction, 

connects the SCIG to the grid. The power converter system comprises of back to back two-level voltage source converters linked 

through a dc-link capacitor. The generator and grid-side converters are controlled using indirect rotor field-oriented control 

(IR-FOC) and voltage-oriented control (VOC) respectively. The overall system is simulated in MATLAB/Simulink for a varying 

wind speed. Results show that the presented model is adequate and efficient in the representation of a variable speed SCIG 

WECS. In addition, the model meets all of the system performance objectives while simultaneously meeting all of the control 

objectives. 

Keywords: Modeling, Control, Simulation, Squirrel Cage Induction Generator, AC/DC/AC Converter, WECS 

1. Introduction

TO DATE, the global penetration of renewable energy

sources into the grid is in an all-time high due to falling costs, 

increases in investments, and advances in enabling 

technologies. Out of all the renewable energy sources, wind 

energy has the least-cost option for new power generation 

capacity making it one of the fastest growing renewable 

energy resources. 2019 saw 60 GW of annual global additions 

in installed wind capacity, which represented a 10% increase 

in global cumulative capacity [1]. It is expected that by 2025, 

there will be 469 GW of new wind capacity [2]. 

WECS convert energy stored in the wind to mechanical 

energy and finally to electrical energy. WECS are either fixed 

speed or variable speed. As the name implies, fixed speed 

WECS run at a fixed turbine rotor speed for different wind 

speeds. Fixed speed WECS use SCIG and are directly 

connected to the grid through their stator windings via a 

transformer and soft starter. The advantages of this 

configuration include low initial cost, reliable operation and 

simplicity. However, fixed speed WECS draw uncontrollable 

reactive power from the grid and are not always running at 

their maximum power point, as a result, they are less efficient. 

In addition, all fluctuations in the wind speed are further 

transmitted as fluctuations in the mechanical torque and then 

as fluctuations in the electrical power on to the grid [3-5]. On 

the other hand, variable speed WECS are connected to the grid 

through power electronic converter systems that enable MPPT 

operation at different wind speeds, dc bus voltage regulation 

and power factor correction. Furthermore, through the dc bus, 

the converter system fully decouples the generator from the 

grid thus allowing for a smoother grid output power. Due to 
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these advantages, the variable speed WECS has become the 

standard configuration nowadays. 

There are various types of generators used in the variable 

speed WECS. The most favorable for MW-level applications 

are Doubly fed induction generators (DFIGs), permanent 

magnetic synchronous generators (PMSGs), wound rotor 

synchronous generators (WRSGs), and SCIG. DFIG holds the 

highest market share to date but future projects announced by 

the wind turbine manufactures indicate that variable speed 

WECS with PMSG, WRSG, and SCIG will take over the wind 

energy market in the coming years. Among the variable speed 

induction generators, SCIG based WECS is expected to be the 

most important in the near future due to the following facts: 1) 

the high efficiency and the low cost installation and 

maintenance of the SCIG; and 2) the continuing reduced costs 

of the power electronic devices even in higher power levels, 

since the SCIG connection to the grid is implemented using a 

full scale back to back AC/DC/AC frequency converter [6, 7]. 

The major components of a grid connected WECS can be 

broadly classified as mechanical, electrical, and control 

systems [7]. In order to perform grid integration studies, a 

comprehensive model that incorporates all of these features is 

essential for an accurate representation of a grid connected 

WECS. Several papers [6, 8-16], in literature have proposed 

models of grid connected variable speed SCIG based WECS. 

However, these models are not sufficient enough in the detail 

characterization of the whole WECS. Most of these papers 

[8-14] focus on control schemes that utilize the converters to 

achieve optimum operation of the WECS. Others exclude 

wind turbine control [6], and converter control formulation 

[15, 16] in their analysis. Moreover, these models are not 

comprehensive enough for integration in a large-scale power 

systems simulation software package. From the above, it can 

be concluded that there is a need for a comprehensive model 

of a variable speed WECS based SCIG that can be utilized for 

grid integration studies. Such a solution has not been reported 

in the open literature to the best of the author’s knowledge. 

Aiming on the aforementioned, this paper presents a 

comprehensive non-linear model of a grid connected variable 

speed SCIG based WECS that can be utilized for grid 

integration studies. The presented WECS model consists of 

subsystems namely: a wind profile, aerodynamic model, drive 

train model, pitch control model, SCIG model, AC/DC/AC 

converter model, and a phase locked loop (PLL) model. Also 

presented is a detailed converter control methodology that 

utilizes IR-FOC and VOC to achieve MPPT tracking, dc bus 

voltage regulation and power factor correction. The design of 

the converter control loops is aided by an input-output 

linearization method that eliminates the nonlinearity and 

coupling of system equations therefore making the design of 

the proportional integral (PI) controllers more convenient and 

the system is more easily stabilized. The Butterworth method 

is applied to design the PI controller gains and the full-scale 

back to back voltage source converters, are modulated by the 

sinusoidal pulse width modulation (SPWM) scheme for gate 

turn on of insulated-gate bipolar transistor (IGBT) switches. 

Simulations executed in MATLB/Simulink, are presented in 

order to evaluate the model’s performance and control 

effectiveness for different wind speed values. 

The remainder of the paper is organized as follows: Section 

II presents detailed modeling and control of the proposed 

WECS, while Section III provides the model’s performance 

simulation results. Section IV concludes the paper. 

2. SCIG Wind Generation System

The schematic diagram of the grid connected variable speed

WECS with SCIG is shown in Figure 1. An AC/DC/AC 

converter is used to connect the SCIG to the grid. The AC/DC 

converter is linked to the DC/AC converter by a dc-link 

capacitor. A line inductor, �� , representing the leakage

inductance of the transformer and a line resistor, �� , are

assumed between the grid-side converter and the grid. The rest 

of this section aims to describe the control methodology and 

model the different subsystems of the above mentioned 

WECS. 

Figure 1. A simple block diagram of a variable speed WECS with SCIG. 

A) Wind Profile

The wind profile is generated by an autoregressive moving

average (ARMA) model [17] and is utilized in the simulation 

as shown in Figure 2. The wind profile, �����, is modeled as

the sum of two components: 

����� = �
 + �����	  (1) 

where �
 is the mean wind speed at hub height and ����� is
the instantaneous turbulent part and is defined by the equation: 

����� = ���� 	  (2) 

where �� is the standard deviation and �� is the ARMA time

series model: 

�� = ������ + ������ ⋯+ ������ + �� − ������ −������ ⋯− �
���
	                  (3)

where ���� = 1,2, … , ��  and � �! = 1,2, … ,"�  are the

autoregressive parameters and moving average parameters. 
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Their numerical values can be found in [17]. 

Figure 2. Generation of wind profile using ARMA model. 

B) Aerodynamic Model

The wind turbine is the prime mover that converts the

kinetic energy in the wind into mechanical power that 

produces electric power. The mechanical power is calculated 

as: 

#
 = �
� $%��&'(�), *�	  (4) 

where $  is the air density (in kilograms per cubic meter),% 	 +��  is the cross-sectional area of the wind turbine

through which the wind passes (in square meter), and � is the

blade radius. �� is the wind speed (in meters per second), and'( is the power coefficient of the blade. The power coefficient

is a function of the blade pitch angle, * (the angle at which the

rotor blades rotate on their longitudinal axis), and tip speed 

ratio, ). The numerical approximation of '(	used in this work

is [18]: 

'( 	 0.5�) � 0.022*� � 5.6�0�1.�23	  (5) 

Tip speed ratio is defined as the ratio of the blade tip speed 

to the wind speed: 

) 	 456
78 	  (6) 

where 9�, is the turbine rotor speed (in rad/s). The relationship

between '(  and )  for different values of blade pitch angle

ranging from zero to 26 degrees is shown in Figure 3. From 

this figure, it can be inferred, that at * 	 0 and by choosing

the optimal tip speed ratio, ):(� , for the maximum power

coefficient, '(�
;< , the maximum power can be extracted

from the wind. Therefore, the reference mechanical speed 

according to the optimal tip speed ratio, ):(� is calculated by:

9
=>? 	 3@A578�B
6  (7) 

where ��  is the gearbox ratio. The reference mechanical

torque is: 

C
=>? 		
D
EFG78H IAJKLMN3@A5,OP

4KQRS T
OU1

 (8) 

Figure 3. Power coefficient and tip speed ratio for various values of pitch 

angle. 

C) Drive Train Model

The drive train of a WECS consists of, shafts, gearbox, and

bearings. Some of the drive train components can be neglected 

depending upon the investigation being carried out. For 

example, for fixed speed WECS, a two-mass drive train model 

consisting of a low speed and high-speed shaft or a higher 

order model is required when transient stability and flicker are 

being investigated [19-20]. For variable speed wind WECS, 

the drive train dynamics have almost no effect on the grid side 

characteristics due to the decoupling effect of the power 

electronic converter system. Therefore, a one-lumped mass 

model consisting of a rigid low speed shaft is often considered 

in studies involving variable speed WECS [21]. Figure 4 

shows the one-lumped model and thereafter, are the model’s 

governing equations. 

Figure 4. One mass model of the wind turbine. 

V>W X4KX� 	 YK
�B � C> � Z>W9
	  (9) 

�� 	 YK
YK_B 	 4K

�5 	  (10) 

where 

V>W 	 V� � \5
�BE  (11) 

Z>W 	 Z� � ]5
�BE  (12) 

where V>W  is the total equivalent rotational inertia of the

system and is derived from (11) where V�  and V�  are the

generator and turbine rotor inertias respectively. Z>W  is the

total external damping coefficient, and Z�  and Z�  are the
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generator and turbine damping coefficients respectively. The 

electromagnetic torque is C>  and the mechanical torque

transferred to the generator side is C
_� . The mechanical

angular speed is 9
.

D) Pitch Control Model

The pitch control model consists of two operating regions,

namely the partial-load region and the full-load region. In the 

partial-load region, the wind speed is lower than the rated 

wind speed. As a result, the blade pitch angle is set at zero 

resulting to '(�
;<  and ):(� , hence leading to maximum

energy extraction from the wind turbine. In the full-load 

region, the wind speed exceeds its rated value and pitch 

control is activated to control the generator’s output power. 

This control is accomplished by increasing the blade pitch 

angle to shed some of the aerodynamic power so that the 

generator’s output power can be maintained at its rated value. 

Figure 5. Pitch angle control model. 

The block diagram of the implemented pitch angle control 

model is shown in Figure 5. The system consists of a pitch 

servo which is modeled as a first-order transfer function: 

*̂ = �
_` *=>? − �

_` * �13�  (13) 

For a practical response in the pitch angle control model, the 

pitch servo accounts for a servo time constant bO , and the

limitation of both the pitch angle from 0 to 30 degrees and its 

gradient (±10  degrees/s). The error between the measured

mechanical power and rated mechanical power, ∆#
, is sent to a

PI controller with gain scheduling which outputs a reference 

pitch angle *=>?, which is then compared to the actual pitch angle,* and the resulting error ∆*, is corrected by the pitch servo.

The PI controller is designed with gain scheduling to

provide satisfactory control over different operating points of 

the WECS. To design the gains of this controller, the nonlinear 

wind turbine dynamics are linearized about a specific 

operating point (e�,fg, *,fg, ��,fg). From (4) and expanding

as a Taylor series at the operating point and neglecting higher 

order terms: 

#
 = #
,fg + ∆#
 	  (14) 

#
 − #
,fg = %∆e� + Z∆* + '∆�� 	  (15) 

% = hgKh�5 i�5U�5,jk
 (16) 

Z = hgKhO iOUO,jk
 (17) 

' = hgKh78i78U78,jk
 (18) 

where the partial derivatives are evaluated at the operating 

points and ∆e� = e�−e�,fg ∆* = * − *fg  ∆�� =��−��,fg are small changes in e� , *, �� from the specified

operating point. The pitch angle perturbation can be defined as 

a summation of the PI controller gains multiplied by the 

perturbed mechanical power: 

∆* = l((∆#" + l�( m∆#"n�	  (19) 

Substituting (19) into (15) and transforming to Laplace 

transform, a transfer function of the closed loop system is 

obtained. 

∆gK∆oK = pI
p�p]qA�]qr  (20) 

The denominator of the transfer function is compared to the 

second order butterworth polynomial, in order to determine 

the PI gains. This is further discussed in section F. When the 

operating point of the WECS changes, the PI controller gains 

will need to be re-designed to maintain satisfactory response 

from the pitch angle control model. For instant, at the turbine 

operating point s� = 12.5, 	e� = 3.39 , and * = 5.2638  the

tuned gains are l(( = 0.033  and l�( = 0.169 . When this

operating point changes, the PI controller gains will also 

change. The change in performance is caused by the variation 

of pitch angle due to a change in wind speed which in effect 

also causes a change in the pitch sensitivity v#
 v*⁄ . The

solution to this problem is to schedule the l(( and l�( gains

as a function of pitch angle. Therefore, each PI gain is scaled 

by a gain scheduling constant xl�*�  to ensure suitable

control loop performance is attained at all wind speeds for all 

pitch angle variations. The gain scheduling constant [22] is 

given as follows: 

xl�*� = �
�	�yz̀z�  (21) 

where ll is determined as the pitch angle where v#
 v*⁄  has

increased by a factor of 2 [23]. * is the output of the pitch

angle control model 

E) Squirrel Cage Induction Generator Model

The induction generator {n equivalent circuit represented

in the synchronous rotating reference frame is shown in Figure 

6. Its corresponding {n model equations [24] are

sWp = �p|Wp + })Wp + e>)Xp	  (22) 

sXp = �p|Xp + })Xp − e>)Wp	  (23) 

0 = �=|W= + })W= + �e> − e=�)X=	  (24) 

0 = �=|X= + })X= − �e> −e=�)W= 	  (25) 

)Wp = ��~p + �
�|Wp + �
|W= = �p|Wp + �
|W= 	 (26)

)Xp = ��~p + �
�|Xp + �
|X= = �p|Xp + �
|X= 	 (27)

)W= = ��~= + �
�|W= + �
|Wp = �=|W= + �
|Wp	 (28)

)X= = ��~= + �
�|X= + �
|�p = �=|X= + �
|Xp	 (29)
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C> = &g�K��Q �|Wp)X= − |Xp)W=�	  (30) 

where } = n/n�  denotes the derivative operator. #  is the

number of pole pairs. The q-axis and d-axis stator voltages are sWp,	sXp. The q-axis and d-axis stator and rotor flux linkages

are )Wp  )Xp  and )W=  )X=  respectively. The q-axis and d-axis

stator and rotor currents are |Wp |Xp and |W=  |X= , respectively.�p and �= are the stator and rotor self-inductance. �~p and �~=
are the stator and rotor leakage inductances whereas �
 is the

magnetizing inductance. The rotor electrical speed is e= and

the rotating speed of the synchronous reference frame is e>.

Lastly, �p and �= are the stator and rotor resistances.

Figure 6. SCIG Equivalent circuit. 

F) AC/DC Converter Model

A two-level three phase AC/DC converter is used after the

induction generator. Its schematic diagram is shown in Figure 

7. Writing Kirchhoff’s voltage law (KVL) and Kirchhoff’s

current law (KCL) for the converter and transforming the

equations into {n synchronous reference frame results in:

sWp = �
�"WpsX�  (31) 

sXp = �
� 	"XpsX�  (32) 

'}sX� = &
� N"Wp|Wp +"Xp|Xp −"W�|W� −"X�|X�P  (33)

where |X�, |W�, are the d-axis and q-axis components of the

grid currents. The dc-link voltage and dc-link capacitance are sX�  and '  respectively. The q-axis and d-axis modulation

components of the grid-side and generator-side converter are "W�, "X�, and "Wp, "Xp respectively.

Figure 7. Generator-side converter. 

1) Control of AC/DC Converter

This generator-side converter is used to control the speed of

the generator with an MPPT scheme. As discussed in section 

B, the implemented MPPT scheme is based on maintaining the 

tip speed ratio at its optimum value for all wind speeds less 

than or equal to rated. Control is achieved by using one of the 

most popular control schemes used in both AC drives and 

wind energy systems namely the IR-FOC [25]. IR-FOC is 

achieved by aligning the d-axis of the synchronous reference 

frame with the rotor flux vector while the q-axis rotor flux 

linkage and its derivative are zero. The resultant {n axis rotor

flux components are: 

)W= = 0  (34) 

)X= = )=	  (35) 

where )=, is the magnitude of the rotor flux vector.

To apply the IR-FOC, the equations governing the induction 

generator, (22)-(30), are transferred to the rotor flux-model 

and then (34) -(35) are plugged in resulting into: 

sWp = �|Wp + �:}|Wp + 9>�:|Xp + �K.4Q�Q )= 	 (36)

sXp = �|Xp + �:}|Xp − 9>�:|Wp − �K6Q�QE )=  (37) 

0 = − 6Q�Q ��
|Wp� + �9>�9=�)=	  (38) 

0 = })= + 6Q�Q �)= − �
|Xp�	  (39) 

C> = &g�K��Q �|Wp)=�  (40) 

where 

�: = �p − �KE
�Q  (41) 

� = �p + �KE
�QE �=  (42) 

9= = #9
	  (43) 

Substituting (40) into (9) and re-arranging gives the rotor 

electrical speed: 

}9= = �YK�B + &g�K��Q �|Wp)=� − ]R�4Qg � g
\R�  (44) 

It can be observed that (38) yields the expression of the slip 

frequency required for IR-FOC. 

�9>�9=� = 9p~ = �K���6Q�Q3Q  (45) 

The stator frequency is then determined by: 

9> = 9= +9p~  (46) 

The angle of the rotor flux vector is obtained from (46) as: 

�> = m9> 	n�	  (47) 

It should be noted that this angle is used to transform the 
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stator voltages and currents from ���  variables to {n
synchronous reference frame. Assuming IR-FOC is 

implemented in steady state operating conditions, )=  is

maintained at its rated value therefore the d-axis stator 

reference current is calculated from (39) yielding: 

|Xp,=>? = 3Q�K  (48) 

To design the control scheme of the generator-side 

converter, the input-output linearization method with 

decoupling [26] is applied so that the non-linearity and 

coupling of the induction generator equations, (36)-(37) and 

(44) can be eliminated thus obtaining a linear relationship

between the input control variables and the output-controlled

variables. With this transformation, the classical linear control

system theory is adopted to determine the structure of each

controller as well as the constant gains of the PI controllers.

The input control variables are "Wp  and "Xp  while the

output-controlled variables are the rotor electrical speed e=
and the d-axis stator current |Xp.

From (36)-(37) and (44), the current and speed controller 

outputs are defined as: 

�:}|Wp + �|Wp = �WpN|Wp,=>? − |WpP	  (49) 

�:}|Xp + �|Xp = �XpN|Xp,=>? − |XpP	  (50) 

}9= = �4=N9=,=>? −9=P  (51) 

where �Wp , �Xp , ��=  are the transfer functions of the PI

controllers for the stator q-axis current, stator d-axis current, 

and speed controller respectively. They are defined as: 

�Wp = �(Wp + �r��p , �Xp = �(Xp + �r��p , �4= = �(4= + �r�Qp  (52) 

Taking Laplace transform of (49)-(51) and re-arranging, the 

transfer functions are obtained as: 

������,QRS = Np�A��y�r��P D�@
pEy	 ���N6y�A��Py�r����

 (53) 

������,QRS = Np�A��y�r��P D�@
pEy	 ���N6y�A��Py�r����

 (54) 

�Q�Q,QRS = p�A�Qy�r8QpEy	p�A�Qy�r8Q  (55) 

The denominator coefficients of each transfer function are 

then compared to a second order Butterworth polynomial to 

determine the PI gains of the respective controllers. The 

second order Butterworth polynomial is expressed as: 

�� + 2�9�� + 9��	  (56) 

The PI gains are selected so that the roots of the 

characteristic equations appear in the left half of the s-plane, 

on a circle of radius 9� , with its center at the origin. The

damping coefficient, �, is chosen for underdamped conditionN� = √2 2⁄ P , while 9�  is chosen for a good dynamic

response. 

Combining (51) and (44), the q-axis stator reference current 

is defined as a function of the speed controller as follows: 

|Wp,=>? = ��8Q��Q,QRSJ�Q��R�k �	�K�B y	�R��Qk ���Q
&g�K3Q  (57) 

The reference q-axis and d-axis modulation indices used in 

the PWM module to generate the control signals for the IGBT 

are obtained by combining (36)-(37) with (49)-(50). 

"Wp = �
o�� ��WpN|Wp,=>? − |WpP + 9>�:|Xp + �K4Q�Q )=  (58)

"Xp = �
o�� ��XpN|Xp,=>? − |XpP − 9>�:|Wp − �K6Q�QE )=  (59)

The speed and current loops for the IR-FOC are shown in 

Figure 8 and Figure 9. 

Figure 8. Rotor electrical speed control loop for the generator-side converter. 

Figure 9. Current control loops for the generator-side converter. 
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G) DC/AC Converter Model

A two-level three phase DC/AC converter (inverter) is

shown in Figure 10. It is linked to the generator-side 

converter via sX� . Using KVL, the grid-side converter

dynamic equations in {n synchronous reference frame are

obtained as: 

sW� = ��9�|X� + ��}|W� + ��|W� + sW�	  (60) 

sX� = −��9�|W� + ��}|X� + ��|X� + sX� (61)

sW� = �
�"W�sX�  (62) 

sX� = �
� 	"X�sX�  (63) 

where sW�, sX� are the q-axis and d-axis components of the

grid voltages; 9� is the grid frequency. sW�, sX� are the q-axis

and d-axis components of the output voltage of the DC/AC 

converter. 

Figure 10. Grid-side converter. 

1) Control of DC/AC Converter
The objective of the grid-side converter is to keep the

dc-link voltage constant and to regulate the power factor at the

point of common coupling (PCC) to the grid. Control is

achieved by applying VOC [25] scheme. To realize VOC, the

q-axis component of the synchronous reference frame, sW�, is

aligned with the magnitude of the grid voltage, NsW� = ¡s�¡P
while the d-axis component of the synchronous reference 

frame, sX�  is regulated to zero NsX� = 0P . Therefore, the

active power and reactive power injected to the grid are 

obtained by: 

#� = &
� NsW�|W� + sX�|X�P = &

� ¡s�¡|W�	  (64) 

¢� = &
� NsW�|X� − sX�|W�P = &

� ¡s�¡|X� 	  (65) 

The power factor is regulated by controlling the d-axis grid 

current. From (65), the d-axis grid reference current |X�,=>? is

obtained as: 

|X�,=>? = £B�.¤¡oB¡  (66) 

where ¢� can be set to zero for unity power factor operation or

negative/positive value for a leading/lagging power factor. 

To maintain the dc-link voltage, (33) is used to form the 

control loop. Multiplying both sides of (33) by sX�  and

substituting for "W�  and "X�  using (60) – (63) and by

assuming steady state operation, yields: 

I
� }sX�� = �#�� − #�:pp − &

�sW�|W��	  (67) 

where 

#�� = &o��� ¥"Wp|Wp +"Xp|Xp¦  (68) 

#�:pp = &
���¥|W�� + |X��¦  (69) 

The dc-link voltage loop is shown in Figure 11. The 

reference dc-link voltage is chosen such that the maximum 

magnitude of the modulating index, §� is 1. The modulating

index is defined as the ratio of the fundamental component 

amplitude of the line-to-neutral inverter output voltage to one 

half of the dc-link voltage. 

§� = �oKo��  (70) 

where §� is the magnitude of the modulation signal, s
 is the

magnitude of the fundamental inverter output phase voltage. 

From (70) the reference dc-link voltage is derived by: 

sX�,=>? ≥ 2�s
�	  (71) 

The maximum rms value of the phase voltage at SCIG 

terminals as well as the rms value of the inverter output phase 

voltage is 398.4 V. Substituting this value in (71), sX�,=>?
should be equal or greater than 1126.8 V. Based on this 

assessment, the reference voltage of the dc-link is chosen as 

1200V. 

Using the input-output scheme discussed in section F, the 

q-axis grid reference current, |W�,=>?  and reference grid

modulation indices, "W�, "X� are obtained as follows:

|W�,=>? = �
&o�B N#�� − ¥�X�NsX�,=>?� − sX��P¦ − #�:ppP	 (72)

"W� = �
o�� ¥��9�|X� + �W�N|W�,=>? − |W�P + sW�¦	 (73)

"X� = �
o�� ¥−��9�|W� + �X�N|X�,=>? − |X�P + sX�¦	 (74)

The current loops for the VOC are shown in Figure 12. The 

PI gains of the dc-link loop and current loops are determined 

by the method described in section F. 

Figure 11. Dc-link voltage control loop. 
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Figure 12. Current control loops for grid-side converter. 

2) Sinusoidal Pulse Width Modulation
A continuous carrier based SPWM scheme is used to

generate the switching functions, ©�( , ©�� , � = �, �, �  for the

two-level converters. The reference modulation signals, "Wp,"Xp , "W�  and "X�  are transformed to ���  domain as ";( ,"ª(, "�(, ";� , "ª�, "��  and are then compared to a high

frequency symmetric triangular carrier signal. When the 

modulation signal is greater than the triangular signal, then the 

respective switch turns on while its complimentary switch 

turns off and vice versa. This relation for a respective 

converter leg is represented by 

©�( + ©�� 	= 	1	  (75) 

H) Phase Locked Loop

A PLL [27] as shown in Figure 13 is implemented to detect the

grid’s voltage angle, ��. This angle is used for the transformation

of grid voltages and currents from the ���  variables to {n
synchronous reference frame. The process of detecting the grid’s 

voltage angle is realized by setting the d-axis reference grid 

voltage to zero NsX�,=>? = 0P , and comparing it to the

transformed d-axis grid voltage, sX� which results in the lock in

of the PLL output, � to the grid’s voltage angle ��.

Figure 13. A PLL block diagram. 

A proper design of the loop filter, l« = l(? + qrSp  is needed

to ensure the lock in of the PLL’s output to the grid’s voltage 

angle. To tune the filter’s gains, a linear PLL model is first 

derived. This is accomplished by first transforming the grid phase 

voltages, s;�, sª�, s��, to {n synchronous reference frame:

sW� 	= 	s" �¬�N�� − �P	  (76) 

sX� =	−s" ���N�� − �P  (77) 

Assuming the difference between the grid’s voltage angle 

and the PLL’s output, is very small, then from (77), ���N�� −

�P ≈ ��� − �� and (77) is now linearized and so is the PLL.s" now appears as a gain in the forward path and the error is

now defined as: 

0 = �� − �  (78) 

The transfer function of the closed loop is found as: 

®
®B = oKqApyoKqrpEyoKqApyoKqr  (79) 

The PI gains are determined by the method described in 

section F. 

3. Simulation Results

The proposed 2.25-MW variable speed SCIG based WECS

model is implemented using MATLAB/Simulink. The WECS 

system is assumed to be connected to an infinite bus through 

its PCC bus. The infinite bus has a known voltage magnitude 

and angle, and represents a large power system. 

The model’s performance under a varying wind speed is 

evaluated. The rated wind speed for this study is 12 m/s. The 

reference rotor electrical speed for the generator-side converter 

controller is calculated from (7) and (43) according to the wind 

speed, whereas the d-axis stator reference current is set at |Xp,=>? = 600	%  based on (48). For the grid-side converter

controller, the reference d-axis grid current is set at |X�,=>? = 0.

Figure 14(a) shows the wind speed profile generated by the 

ARMA model. It is shown from the simulation results, that 

when the wind speed is below rated speed, pitch angle, Figure 

14(c), is not activated and is kept at zero. Meanwhile tip speed 

ratio ), Figure 14(b), and the power coefficient, '( , Figure

14(d), operate at their optimum values of 11.482 and 0.4176 in 

order to extract the maximum energy from the wind, i.e. 

MPPT operation. At above rated wind speeds, pitch angle, 

Figure 14(c), is activated and increases (the blades are 

pitched) until the excess extracted wind power is shed 

therefore limiting the generator’s output power, Figure 14(l), 

to its rated value of 2.25 MW. Also, from Figure 14(l), one can 

see overshoots, for example at time=7 and time=27. This is 

due to the pitch response not being instantaneous and also due 

to the small dynamic variations in generator rotor speed which 

is allowed in order to absorb the fast wind gusts which results 

in the storage of rotational energy in the turbines inertial. It 

can also be noted, that in this control region, the wind turbine 

operates at a lower efficiency as seen in the decrease in 

performance of '( and )(are shifted downward).

Also, from the simulation results, it can be observed that the 

grid-side and generator-side modulation components, Figure 

14(e) and Figure 14(f) operate in the linear modulation region 

as expected. The {n  stator and grid currents are shown in

Figure 14(g) and Figure 14(h) respectively. It can be seen that |Xp and |X�  are regulated to their reference values, whereas,|Wp and |W� operate at their suitable steady state values. The

dc-link voltage, Figure 14(i), is maintained at its reference

value by the grid-side converter while the generator-side

converter regulates the generator’s electrical rotor speed,

Figure 14(j), to its reference value, hence, achieving MPPT.

Detailed Dynamic Modeling... S. K. Mahapatro et al.

International Conference on Recent Trends in IOT and Its Application (RTIA-18) 
Organised by Department of Computerscience Science Engineering, AIET Bhubaneswar. 22 Nov. - 24 Nov 2018

259



The reactive power is shown in Figure 14(k), and is set at zero 

for unity power factor operation as per (66). 

Figure 14. Simulation results of the variable speed SCIG based WECS. (a) 

wind speed, (b) tip speed ratio, (c) pitch angle, (d), power coefficient, (e) 

generator-side modulation index, (f) grid-side modulation index, (g) stator 

q-axis and d-axis currents, (h) grid q-axis and d-axis currents, (i) dc-link 

voltage, (j) rotor electrical speed, (k) reactive power delivered to the grid, (l) 

generator stator power and real power delivered to the grid. 

4. Conclusion

This paper presented a comprehensive dynamic model of a

grid connected variable speed SCIG based WECS that can be 

used for grid integration studies. In the WECS model, wind 

profile, aerodynamics, drive train, pitch control, SCIG, 

rectifier, inverter, and PLL have been considered. A detailed 

step-by-step control strategy was developed and implemented 

through the converter system. From simulation results, it has 

been shown that the presented control strategy is efficient for 

tracking MPPT, maintaining dc-link voltage and regulating 

the power factor. Also, simulation results for a fluctuating 

wind verify the fast and very good performance of the variable 

pitch control model. The developed WECS is detailed enough 

to capture all system performance objectives, thus, making the 

model suitable for inclusion in a multi-machine power system. 

Future work will focus on applying the model to a larger test 

system and investigating its performance in the presence of 

major disturbances such as three-phase faults, sudden load 

changes and line switching operation. In addition, an energy 

storage device with its associated controllers, will be added to 

the model, to smooth out the power delivered to the grid. 

Appendix 

Table 1. WECS Data. 

# = 2 9> = 377	°�n/��
 = 2.13461	"² �p = 1.102	"Ω �~= = 0.06492	"² �= = 1.497	"²�~p = 0.06492	"² )= = 0.9983	´�	�°"�� $ = 1.222	�µ/"& Z>W = 0.00015	¶.". �/°�nV>W = 18.7	kg."� ' = 60	"¹� = 40.5987	m �� = 55.9835 �� = 0.002	"Ω �� = 0.15	"²9?? = 377	°�n/�
Table 2. Controller Data for all control loops. 

l(�= = 5.8926 l��= = 17.3611 l(( = 0.0412 l(Wp = 0.0290 l�Wp = 3.8730 l�( = 0.2060 l(Xp = 0.0290 l�Xp = 3.8730 l(? = 0.9463 l(X� = 6.0670 l�X� = 613.47 l�? = 252.2481 l(W� = 0.3013 l�W� = 306.735 bO = 0.2 l(X� = 0.3013 l�X� = 306.735 
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Abstract: A method of the design of an adaptive balancing reactive compensator in four-wire systems with linear loads and 

nonsinusoidal voltage is described in this article. The method of compensation is founded on the Currents’ Physical Components 

(CPC) – based power theory of three-phase systems with nonsinusoidal voltages and currents. The compensator is built of two 

sub-compensators of Y and ∆ structure, respectively. The Y compensator reduces the reactive current and the zero sequence

symmetrical component of the unbalanced current. The ∆ compensator reduces the negative sequence symmetrical component of

the unbalanced current. The positive sequence symmetrical component of the unbalanced current and the scattered current 

remain uncompensated. It is because shunt reactive compensators do not have any capability for that. Thyristor Switched 

Inductors (TSIs) enable the susceptance control of the compensator branches, referred to in the article as Thyristor Controlled 

Susceptance (TCS) branches. Periodic switching of thyristors in these branches causes the generation of harmonic currents, in 

particular the third-order harmonic. Moreover, in the presence of the supply voltage harmonics, a resonance of the equivalent 

capacitance of the compensator with the distribution system inductance can occur. These two harmful phenomena in the 

compensator suggested were reduced by the selection of a special structure of the TCS branches and their LC parameters. The 

presented method of the adaptive compensator synthesis was verified in the article with a numerical example and results of 

computer modeling of the load with an adaptive compensator.  

Keywords: Asymmetrical Systems, CPC, Currents’ Physical Components, Unbalanced Loads, Power Definitions 

1. Introduction

Degradation of the power factor in large manufacturing

plants is a combined effect of the reactive power, the load 

imbalance, and harmonic currents generated by nonlinear or 

periodically switched loads. Electrical loads in such manu- 

facturing plants are both three- and single-phase ones. The 

load imbalance is caused by the presence of single-phase loads 

in such plants. Such imbalance causes that an unbalanced 

current occurs in the supply lines of such plants, causing 

asymmetry of the distribution voltage. Therefore, the distribu- 

tion system has to be built as a three-phase system with a 

neutral conductor. Consequently, a compensator needed for 

the power factor improvement should have the capability of 

compensating not only the reactive and unbalanced currents 

but also the neutral conductor‘s current. It should have, more- 

over, adaptive property. 

A low power factor and the current asymmetry have econo- 

mic and technical consequences, Therefore, they are the sub- 

ject of long-lasting studies, initiated by Steinmetz in 1917 [1].  

This research on methods of compensation is continued 

now. It includes studies on compensation with static reactive 

LC compensators, with thyristor controlled compensators and 

with hybrid compensators, composed of a static LC 

compensator and thyristor-controlled reactors [2-6]. Taking 

into account the very high power of manufacturing plants, 

switching compensators, SC, commonly known as active 

power filters, built of transistors, may not have sufficient 

power for compensation of such very high power loads. 

This article is the next step in studies on compensation in 
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three-phase systems. These studies started with developing a 

power theory of three-phase, three-wire systems with nonsinu- 

soidal voltages and currents, known now as the Currents’ 

Physical Components (CPC) – based power theory (PT) [7]. 

This theory provided fundamentals for developing a method 

of design of reactive balancing compensators operating in the 

presence of the supply voltage distortion [8]. The CPC - based 

PT was extended for three-phase systems with a neutral 

conductor and nonsinusoidal supply voltage [9]. A method of 

synthesis of balancing reactive compensators for such systems 

was also developed by Czarnrcki [10]. Compensators as 

discussed in the above referenced articles were 

fixed-parameters devices, however. An approach to 

conversion into adaptive devices was suggested by Czarnrcki 

and Almousa in [11]. This article is a direct continuation of it, 

aimed at improvement of the previously obtained results. 

Since this article is built upon these results, it would be 

recommended that the reader, if needed, is acquainted with 

those details and results [7-11].  

2. The Approach to the Compensator

Development

The compensator under the development has to be cont- 

rolled in real-time so that the time-consuming optimization 

approach to its design has to be excluded. Its parameters have 

to be specified by algebraic expressions. The method sugges- 

ted includes the following five steps. 

1. The LC parameters of a static reactive compensator,

composed ∆ and Y sub-compensators are calculated,

based on the original method developed in the frame of

the CPC – based power theory.

2. The complexity of the compensator branches is reduced

to branches built of no more than two reactive elements

by a branch.

3. The range of change of the reactive power and the load

imbalance, as well as the voltage harmonics are evalu- 

ated and the range of changes of the compensator suscep- 

tances are calculated.

4. Branches of the static LC compensator are replaced by

branches with thyristor-controlled susceptance (TCS).

5. A look-up table, that enables the selection of thyristor

firing angle for needed susceptance of each of six TCS of

the compensator is created.

The presented method of compensation was verified by a 

computer simulation (Matlab-Simulink) but not by a lab 

experiment. This was because there are major limitations in 

scaling down high-power equipment to low-power devices in 

a lab environment. Nonlinear devices, such as thyristors, 

cannot be scaled down to different voltages. Also, high power 

inductors have the q-factor, meaning the ratio of the resistance 

to reactance, of the order of 100 or above. Low power 

inductors, used in labs, have the q-factor at the level of only 10 

or even below. Consequently, a lab model can have properties 

substantially different than the original system and the adap- 

tive compensator. 

3. A Rationale of the Approach

The power factor of electrical loads degrades not only

because of the reactive power but also because of the load 

imbalance. The supply voltage and current harmonics could 

also contribute to its degradation. 

The first balancing compensator, but only for a sinusoidal 

supply voltage, was developed by Steinmetz, and this com- 

pensator is known now as a Steinmetz circuit [1, 12]. Some 

other approaches to load balancing were also suggested by 

Mayer and Kropik [13]. To this moment, the major obstacles 

in the development of the reactive compensators were 

theoretical, mainly caused by a controversy as to powers in 

three-phase systems with unbalanced loads and nonsinusoidal 

supply voltage [14-17, 24]. Eventually, the fundamentals for 

load balancing at nonsinusoidal voltage were developed in the 

frame of the current orthogonal components, later referred to 

as the CPC − based power theory [7, 17-18].

The load power, power factor, and load imbalance usually 

change in time, so the compensators should have the adaptive 

property. Adaptive compensators can be built as reactive 

compensators, with thyristors as the controlling devices, or as 

switching compensators (SCs), known commonly as active 

power filters, which use power transistors for the compensator 

control. When the load power is in the range of hundreds 

MVA, as this is common for large manufacturing plants, in 

particular, metallurgic ones, the power of SCs could not be 

sufficient for their compensation [25]. Reactive compen- 

sation could be the only option. 

There are methods of reactive compensator design based on 

optimization procedures but a lot of computation could be 

needed for such procedures. Having in mind adaptive, in 

real-time compensation, the method of compensator’s para- 

meters calculation from direct mathematical expressions, 

rather than from optimization procedures seems to be more 

appropriate. 

Just such a method provides the CPC – based power theory, 

which interprets power-related phenomena in electrical sys- 

tems but also creates fundamentals for their compensation [17, 

18]. The CPC-based method of reactive compensation speci- 

fies the theoretical limits of such compensation and the LC 

parameters of a fixed-parameters compensator. It can be next 

converted to an adaptive device. 

As was suggested by Steeper and Stratford, a thyristor 

switched inductor (TSI) with a shunt capacitor, shown in 

Figure 1, can be used for that [19-20]. 

Figure 1. A thyristor-switched inductor with a shunt capacitor. 

The TSI is a source of current harmonics of the level 

dependent on the thyristor firing angle. The harmonic of the 

third order is usually the dominating one. The adaptive com- 

pensators are built mainly as compensators of only the 
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reactive power, however, and consequently, they are sym- 

metrical devices, with all thyristors switched at the same 

angle. Due to this symmetry, the third-order current harmonics 

do not leave the compensator to the compensated system. 

When the compensator is used as a balancing device, then the 

firing angles are different and the third-order harmonics in the 

compensator branches do not cancel mutually in the compen- 

sator but disturb the compensating system. Moreover, in the 

presence of harmonics in the supply voltage, the resonance of 

the supply system inductance with the compensator capaci- 

tance C can occur, causing substantial harmonic distortion in 

the compensated system. Countermeasures for that have to be 

provided. A TSI has to be integrated with resonant filters for 

that. Such filters should prevent, moreover, the system against 

the resonance of the compensator’s equivalent capacitance 

with the supply system inductance. 

Aggregates of single-phase computer-like loads as well as 

lightning, instrumentation equipment, and electrical transpor- 

tation are the main cause of the load imbalance in manufac- 

turing plants. Because a neutral conductor is needed for the 

supply of such loads, distribution systems in manufacturing 

plants are built as four-wire systems, shown in Figure 2.  

Figure 2. A structure of a three-phase, four-wire system. 

Due to nonlinearity or periodic switching, the loads can 

generate current harmonics. Reactive compensators do not 

have any capability of compensating them, however. The load 

in Figure 2 is regarded therefore as a linear load.  

Harmonic currents can be reduced, after the load for the 

fundamental frequency is compensated, by an additional 

switching compensator, known usually as an active power 

filter [21], of reduced power, because it does not have to 

compensate the harmful components of the supply currents’ 

fundamental harmonic. 

4. Currents’ Physical Components

A distorted voltage in three-phase systems can be approxi- 

mated by a sum of dominating harmonics of the order n a set 

N, expressed [7, 9] as a three-phase vector:  
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where ULn is the complex rms (crms) value of the n-th order 

supply voltage harmonic at L terminal, L = {R, S T}. Simi- 

larly, the load current can be approximated by the three-phase 

current vector 
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where ILn is the crms value of the n-th order load current 

harmonic at L terminal. The load current can be decomposed, 

according to the Currents’ Physical Components CPC) – based 

power theory, into six physical components [8] 

p n z
a s r u u u+ + + = + +i i i i i i i .  (3) 

In this decomposition 
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is the active current. It is the current component needed to 

supply the load at voltage u with the active power P. The 

symbol ||u|| denotes the three-phase rms value of the supply 

voltage, defined [7] for a three-phase quantity x(t) as 

2 2 2
R S T|| || || || || || || ||x x x= + +x .  (5) 

The component is in decomposition (3) is the scattered 

current. It is defined as 
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is the load equivalent conductance for the n-th order harmonic. 

The symbol Pn in formula (6) denotes the active power of 

the n-th order harmonic and ||un|| its three-phase rms value. 

The component ir in decomposition (3) is the reactive

current. It is defined as 
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The three components in decomposition (3) with upper 

indices p, n, and z, 

p n z
u u u u+ + =i i i i  (8) 

stand for the positive, negative, and the zero sequence sym- 

metrical components of the unbalanced current iu of the load. 

With symbols 1
p
, 1

n
, and 1

z
, explained in Figure 3

Figure 3. Unit symmetrical vectors. 

the symmetrical components of the unbalanced current can be 

expressed as follows [8] 
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Admittances 
p

u nY , 
n

u nY , and 
z

u nY  in last formulas are 

unba- lanced admittances of the positive, negative, and the 

zero sequence of the load. All these admittances can be 

calculated, if the line-to-neutral equivalent admittances for 

harmonic frequencies YRn, YSn, and YTn, of the equivalent load, 

shown in Figure 4, are known. These admittances can be 

obtained by a measurement of the crms values of the voltage 

and current harmonics at the load terminals, namely  

 = + ,  R, S or T
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Ln Ln Ln
Ln

G jB L
I

Y
U

= = .  (12) 

Figure 4. An equivalent circuit of the LTI load. 

With these line-to-neutral equivalent admittances YRn, YSn, 

and YTn, for harmonic frequencies, the unbalanced 

admittances of particular symmetrical sequences can be 

obtained, namely 
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for the negative sequence harmonics 

n
u R S T e
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and for the zero sequence harmonics 
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The Currents’ Physical Components in decomposition (3), 

are mutually orthogonal [9]. Thus, they contribute to the 

three-phase rms value of the supply current independently of 

each other, namely 

2 2 2 2 p 2 n 2 z 2
a s r u u u|| || = || || + || || + || || + || || + || || + || ||i  i i i i i i .  (18) 

Only the active current ia is necessary for the permanent trans- 

mission of energy to the load. The remaining ones increase the 

supply current three-phase rms value. They reduce the load 

power factor thus, they are harmful.  

5. Reactive Compensation

The power factor can be improved by the reduction of the

harmful components of the supply current. the scattered 

current is cannot be compensated by a shunt reactive 

compensator [7]. Such a compensator, shown in Figure 5, has 

to be composed of two sub-compensators with Y and ∆
structures, which can reduce only the reactive and unbalan- 

ced currents [10]. The compensator in Figure 5 is specified by 

susceptances of its branches for the n
th

-order harmonic. 

As assumed in this article, the load is linear, similarly to the 

compensator, so that the whole system satisfies the Superpo- 

sition Principle, so that, in the presence of the supply voltage 

distortion, it can be analyzed harmonic-by-harmonic. 

Compensation of the zero-sequence symmetrical compo- 

nent of the unbalanced current 
z
ui is possible only when the 

compensator provides a pass for such a current. Thus, it has to 

be configured in Y. It compensates this current entirely on the 

condition that suceptance of the Y sub-compensator branches 

for harmonic frequencies, TRn, TSn, and TTn, satisfy for each n 

from the set N, the equation   

z
R S T u

1 ( ) + 0
3 n n n nj T * T T Yα α+ + =  (19) 

This equation has to be satisfied for the real and the 

imaginary parts of the complex coefficients of this equation 

thus, it has an infinite number of solutions with regard to three 

unknown susceptances of the compensator branches. It has 

only one solution if this Y sub-compensator has to compensate 

entirely also the reactive current ir, so that its susceptances 

have to satisfy the additional equation 

R S T e
1 ( )  + 0
3 n n n nT T T B+ + = .  (20) 

Equations (19) and (20) result in the susceptances for 

harmo- nic frequencies of the Y sub-compensator branches, 

namely 
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Such a compensator eliminates components 
z
ui  and ir from

the supply current entirely, while the remaining ones are not 

changed. A second sub-compensator of ∆ structure can be

used for their reduction. Since the scattered current is cannot 

be compensated by a shunt reactive compensator, only two 
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symmetrical components of the unbalanced current, namely 

p
ui  and 

n
ui  remain for compensation. 

Figure 5. Load with a reactive compensator for the nth- order harmonic of the 

positive or negative sequence. 

The sub-compensator of ∆-structure, connected at the

supply terminals, as shown in Figure 5, has to compensate the 

load with parameters modified by the sub-compensator of the 

Y structure.  

The partially compensated load, as seen from the cross- 

section #−#, has the equivalent susceptance for harmonic of

the order n from the set N, 
#
enB and the unbalanced admittance

of the zero-sequence 
z#

unY reduced to zero, while two remain- 

ing ones are changed to 
p#

unY  and 
n#

unY , respectively. 

A sub-compensator of the ∆ structure compensates the

unbalanced current of the negative sequence [10] on the con- 

dition that 

n
ST TR RS u

#( ) + 0n n n nj T T *Tα α+ + =Y .  (22) 

and the positive sequence on the condition that 

p
ST TR RS u

#( ) + 0n n n nj T *T Tα α+ + =Y .  (23) 

Because of complex coefficients, equations (22) and (23) 

stand for four equations. They cannot be satisfied for three 

unknown branch susceptances. Therefore, one of the equa- 

tions (22) and (23) has to be abandoned, which means that 

only one symmetrical component of the unbalanced current, 

p
ui  or 

n
ui , can be compensated. 

The positive sequence component of the unbalanced current 

p
ui occurs only [9] if the supply voltage has harmonics of the 

negative sequence, n = 2, 5…n = (3k−1), or the zero sequence,

n = 3, 6…n = 3k. The fundamental harmonic dominates 

usually in the negative sequence component 
n
ui . Therefore, 

the component 
p
ui  is usually much smaller than the compo- 

nent 
n
ui  and consequently, the last one can be left uncompen- 

sated. It means that the branch susceptances of the sub- 

compensator of ∆ structure should satisfy only equation (22).

Since this sub-compensator should not load the supply source 

with the reactive current, these susceptances have to satisfy 

moreover, for each n from the set N, the condition 

ST TR RS 0n n nT T T+ + = .  (24) 

As to equation (22), we have to remember that the sub- 

compensator of Y structure modifies the unbalanced admit- 

tance of the negative sequence as seen from the supply source 

[10]. It is equal to 

n z* n
u u u
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With this admittance, equations (22) and (24) results in the 

sub-compensator susceptances 
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6. Compensator Complexity Reduction

Formulas (21) and (26) provide susceptances of all bran- 

ches of a reactive compensator for harmonic frequencies 

needed for the entire compensation of the reactive as well as 

the zero and the negative symmetrical components of the 

unbalanced current. The structure and the LC parameters of 

such branches can be found using well-developed methods of 

reactance one-ports synthesis [22]. Unfortunately, with increa- 

sing number of supply voltage harmonics, the number of 

inductors and capacitors needed for the compensator construc- 

tion increases. Approximately, one extra inductor and one 

extra capacitor per branch of the compensator are needed for 

each extra voltage harmonic. For example, if N = {1, 3, 5, 7}, 

then at least 40 reactance elements might be needed for the 

compensator construction. It would be too complex and con- 

sequently, too expensive to have a technical value.  

The number of elements needed for the compensator cons- 

truction can be reduced if the requirement of the entire com- 

pensation of the supply current components ir, 
z
ui , and 

p
ui , is 

abandoned for the only reduction of their three-phase rms 

value.  

The most simple compensator has only one reactive ele- 

ment, capacitor or inductor, by a branch. Since capacitors in 

the compensator can result in a series resonance with the 

supply source inductance, purely capacitive branches are not 

acceptable. Therefore, the reduced complexity compensator 

cannot have branches other than those, shown in Figure 6. 

Figure 6. Acceptable branches of a reduced complexity compensator. 

The branch susceptances of the reduced complexity com- 

pensator are denoted by Dn, to distinguish them from the those 

calculated from formulas (21) and (26). They have for harmo- 

nic frequencies the values 

1
2 2

1 1

1
 or  

1
n n

n C
D D

n L n LC

ω
ω ω

= − =
−

.  (27) 

A compensator of the reduced complexity minimizes the 
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supply current three-phase rms value on the condition, that the 

suceptance Dkn of each branch k is selected such that the 

following expression is minimized [10] 

2 2 2( ) M inkn kn kn kn
n N n N

T D U A .

∈ ∈
− = =∑ ∑  (28) 

where susceptances Tkn of these branches are given by formu- 

lae (21) and (26), respectively. 

 Selection of the specific branch, meaning one of the two 

shown in Figure 6, can be based on the sign of the calculated 

susceptance for the fundamental frequency, Tk1. It is because 

the rms value of the supply voltage fundamental harmonic Uk1 

is usually much higher than this value for other harmonics. 

Consequently, the term  

2 2
1 1 1 1( )k k k kA T D U= −  (29) 

in formula (28) is much higher than such terms for other 

harmonics. To have the value of Ak1 as close to zero as 

possible, branch k should be selected in such a way that its 

susceptance Dk1 has the same sign as the susceptance Tk1. 

Thus, when Tk1 is negative, then a purely inductive branch 

should be chosen. Its inductance should minimize the term 

2 2

1

1
( ) Minkn kn

kn N

T U .
n Lω

∈
+ =∑   (30) 

the optimum value of this inductance is 

2
2

opt
21

1

1
1

kn

n N
k,

kn kn

n N

U
n

L
T U

n
ω

∈

∈

= −
∑

∑
.  (31) 

When Tk1 is positive, then LC branch should be chosen such 

that its LC parameters should minimize the term 

2 21
2 2

1

( ) Min
1

k
kn kn

k kn N

n C
T U .

n L C

ω
ω∈

− =
−

∑   (32) 

The left side of this expression does not have minimum for 

finite values of the inductance Lk, however. Thus, any value 

can be chosen. The product LkCk specifies the approximate 

value of the frequency of the branch resonance. Therefore, 

inductance Lk should be selected such that this resonance will 

not occur for harmonic frequencies. It can be done, however, 

only in an iterative process, because the inductance Lk affects 

the capacitance Ck. Calculation of this capacitance is also 

possible only by an iterative process because expression (32) 

cannot be rearranged into an explicit formula with regard to 

this capacitance. It can be calculated as a limit of a sequence of 

capacitances obtained iteratively, namely 

2

2 2
1 ,

, 1 2 2

1 2 2 2
1 ,

1

(1 )

kn kn

k k sn N
k s

kn

k k sn N

T nU

n L C
C

n U

n L C

ω

ω
ω

∈
+

∈

−
=

−

∑

∑
 (33) 

The method of synthesis of a compensator with reduced 

complexity was illustrated for the load shown in Figure 7, 

supplied with a symmetrical voltage of the fundamental 

harmonic rms value U1 = 240 V  [10]. It was assumed that the 

supply voltage was distorted by the 3
rd

, 5
th

, and 7
th

 order 

harmonics of relative rms value U3 = 2%U1, U5 =3%U1, and 

U7 = 1.5%U1. There are also shown in Figure 7 the three-phase 

rms values of the load current physical components  

Figure 7. An example of an unbalanced load and results of its analysis. 

The parameters of the reduced complexity compensator 

were calculated for the fundamental frequency normalized to 

ω1 = 1 rad/s, assuming that the resonant frequency of LC 

branches is 2.5 rad/s [10]. 

Table 1. LC parameters of a reduced complexity compensator. 

Line: R S T RS ST TR 

L mH 1730 770 444 0 2600 1155 

C mF 0 399 691 0 0 266 

The results of compensation are shown in Figure 8. The 

power factor is improved by the compensator of the reduced 

complexity from λ = 0.408 to λ = 0.994.

Figure 8. Results of compensation with a compensator of reduced complexity. 

7. Adaptive Compensator

The compensator as developed above improves the power

factor λ of the supply source when its load has fixed parame- 

ters. When these parameters are not constant, such a compen- 

sator is losing effectiveness. An adaptive compensator is 

needed instead. 

A reactive compensator has adaptive properties if it can be 

adjusted to changes in the load power of individual lines. This 

can be done by switches or by using reactive elements with 

controllable parameters. Saturation of the ferromagnetic core 
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of an inductor enables a change of its inductance. A thyristor- 

switched inductor, shown in Figure 9a, is another and com- 

monly used device of this category [19]. 

Figure 9. A thyristor switched inductor (a) and its equivalent inductance (b). 

When it is connected in parallel with a capacitor, it serves as 

an adaptive compensator of the reactive power in systems with 

a sinusoidal supply voltage [19-20]. 

When the supply voltage is nonsinusoidal and the current 

harmonics generated by thyristors have to be reduced, the TSI 

is connected with a few reactive elements to shape the frequ- 

ency properties of the compensator branches. Properties of 

such branches were studied by Czarnecki and Hsu [23]. Such 

branches, or reactive one-ports, will be referred to as 

thyristor-controlled susceptance (TCS) branches. 

The current of a thyristor-switched inductor changes as 

shown in Figure 10. Symbol i0 denotes current at α = 0.

Figure 10. The voltage and currents waveform of TSI. 

The equivalent admittance of the TSI for the fundamental 

frequency at a sinusoidal voltage at its terminal, expressed as a 

function of the firing angle α, is equal to

1
1 1

1 1 1 e

2 sin 2 1 1(1 )
( )

jB
j L j L

I
Y

U

α α
π ω ω α

+= = = − =  (34) 

The current of thyristors is distorted from a sinusoidal 

waveform, so that TCS branches generate current harmonics. 

Usually, the 3
rd

 order harmonic is the dominating one. When a 

compensator is used only for the reactive current compensa- 

tion, it is built as a symmetrical device, usually in ∆ structure.

Each branch of such a compensator generates the 3
rd

 order 

current harmonic of the same value and phase and consequ- 

ently, it does not leave the ∆ loop. This is no longer true in

balancing compensators, which are unbalanced devices. They 

inject the 3rd order current harmonic into the compensated 

system, causing distortion. A parallel resonance of the TCS 

branch equivalent capacitance with the supply source induc- 

tance can occur as well. 

The 3
rd

 order current harmonic leaving a TCS can be redu- 

ced by an LC filter connected as shown in Figure 11, and tuned 

to the frequency of that harmonic. 

Figure 11. A TCS branch with a filter of the 3rd order harmonic. 

8. Reduction Sensitivity to the Voltage

Harmonics

The filter reduces that harmonic, unfortunately, it creates a

short circuit path for the 3
rd

 order harmonic in the supply 

voltage. To avoid it, an inductor denoted as L0, can be added to 

the TCS branch as shown in Figure 12. It increases the impe- 

dance of the compensator as seen from the supply terminals 

for the 3
rd

 voltage harmonic. It increases moreover this impe- 

dance for frequencies above the frequency of the 3
rd

 order 

harmonic, where L3C3 branch has an inductive impedance. 

Figure 12. A TSC branch with a series inductor L0. 

The TCS branch is specified by four parameters, L, L0, L3, 

and C3. There are only three conditions the TCS branch has to 

satisfy: the range of susceptance change, Tmin, Tmax, and reso- 

nant frequency of the L3C3 branch. Thus, one parameter can be 

selected at a designer’s discretion [11]. 

After not being satisfied with harmonic distortion caused by 

the compensator, the authors concluded that there is one more 

phenomenon in the adaptive compensator that should be taken 

into account: namely, the voltage resonance of the whole TCS 

branch, at which its impedance approaches zero.  

When the thyristor is in ON state, i.e., at firing angle α = 0,

then the susceptance T(ω) of such a branch changes with the

frequency as shown in Figure 13. 

Figure 13. Change of the TCS branch in the thyristor ON state. 

Its susceptance T for the fundamental harmonic has the 

minimum value, equal to 

2
1 3

min 3
1 0 1 0 3

9 8

8 ( ) 9

LC
T

L L L L C

ω
ω ω

−=
+ −

.  (35) 

When the thyristor is in OFF state, i.e., at α = 90°, then the

susceptance T(ω) of such a branch changes with frequency as

shown in Figure 14. Its susceptance for the fundamental har- 

monic has the maximum value equal to 

1 3
max 2

1 0 3

9

8 9

C
T

L C

ω
ω

=
−

. (36)
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Figure 14. Change of the TCS branch in the thyristor OFF state. 

At some frequency, denoted by ωr, a voltage resonance of 

the whole TSC branch occurs. Its susceptance approaches 

infinity. Since the equivalent inductance of the TSI branch 

changes with the firing angle, the frequency ωr changes as 

well. Its maximum value is in the thyristor ON state. Its rela- 

tive value, referenced to the fundamental frequency, equal to 

3 0r

1 0

( )
8

L L L

L L

ω Ωω
+= = .  (37) 

To avoid resonance at the 2
nd

 order harmonic, which can be 

present in the supply voltage, the parameters of the TCS 

branch should be select in such a way that the relative reso- 

nance frequency (37) is below 2. 

The conditions (35), (36), (37), and the resonance frequen- 

cy of the L3C3 branch, can be rearranged with regard to one of 

four parameters of the LSC branch. If inductance L0 is such a 

parameter, then it has to satisfy the equation 

3 2
3 0 2 0 1 0 0 0a L a L a L a+ + + = .  (38) 

To compact symbols, let us denote Tmin = Ta, Tmax = Tb. 

With such symbols and the frequency ω1 normalized to 1 

rad/s, coefficients of eqn. (42) are 

2
0 9a Ω= −  (39) 

2
1 b(27 11 )a TΩ= −  (40) 

2 2
2 b a b[2 (9 5 ) 9 (1 )]a T T TΩ Ω= − + −  (41) 

2 2
3 a b9(1 )a T TΩ= −  (42) 

When eqn. (42) is solved, the parameters of the TCS branch 

can be expressed in terms of the inductance L0 as follows 

3 0 b( 1 ) 8L L /T /= +  (43) 

3 3C 1 (9 )/ L=  (44) 

2
a b 0 a b 0 b a[ ( ) 1] [( )]L T T L T T L / T T= + + + − .  (45) 

The needed range of the change of the branch’s susceptance 

T depends, of course, on the load: its reactive power and 

possible level of imbalance. This relatively complex issue is, 

however, beyond the scope of this paper, which is to only 

demonstrate that adaptive balancing in four-wire systems in 

the presence of the supply voltage distortion is possible. 

Therefore, the circuit used in the numerical illustration before 

will be used again to illustrate an adaptive balancing. The 

adaptive compensator will be designed at the assumption that 

the supply voltage is identical as before, while the individual 

supply lines are loaded randomly but no more than to the 

degree as line T load in Figure 7.  

The needed minimum and maximum values of the 

susceptance, Tmin, Tmax, of TCS branches of sub-compensators 

can be found having optimized LC values of the 

fixed-parameters compensator, previously calculated and 

compiled in Table 1. Thus, for the Y sub-compensator 

min
1 R

1 1 0 578 S
1 730

T .
L .ω= − = − = −  (46) 

max

1 T
1 T

1 1 0 997 S
1 1 0 444

0 691

T .
L .

C .
ωω

= = =
− −  (47) 

and for the ∆ sub-compensator

min
1 ST

1 1 0 385 S
2 60

T .
L .ω= − = − = −   (48) 

max

1 TR
1 TR

1 1 0 384 S
1 1 1 155

0 266

T .
L .

C .
ωω

= = =
− − .  (49) 

Assuming that Ω = 1.9, coefficients of eqn. (42), calculated

with (43) – (44), have the values compiled in Table 2. 

Table 2. Coefficients of the inductance L0 equation. 

0a 1a 2a 3a
∆ 5.39 − 4.88 − 0.004 1.34 

Y 5.39 −12.66 8.98 13.49 

Parameters of the ∆ and Y sub-compensators TCS branches

of the structure shown in Figure 12, calculated from formulas 

(47)−(49), are compiled in Table 3.

Table 3. Parameters of the compensators’ TCS branches. 

L0 [H] L3 [H] C3 [F] L [H] 

∆ 1.100 0.463  0.240  1.065  

Y 0.370 0.172  0.640  0.683  

The voltage and current at each TCS branch are in general, 

nonsinusoidal. Since the 3
rd

 order harmonic is usually the 

dominating one in the distorted current of the TSI branch, the 

L3C3 filter reduces the harmonic distortion of the TCS branch 

current j substantially. Therefore, the TCS branch, as shown in 

Figure 12, can be approximated by an equivalent branch for 

the fundamental harmonic, as shown in Figure 15. 

Figure 15. An equivalent TCS branch for the fundamental harmonic. 

Its susceptance for the normalized fundamental frequency is 
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e 3

0 e e 0 3

9 ( ) 8
( )

8[ ( )] 9 ( )

L C
T T

L L L L C

α αα α
−= =+ − .  (50) 

This formula, for a given value of the firing angle α, pro- 

vides the branch susceptance T. It cannot be solved, however, 

with respect to the firing angle α. A look-up table, which for

angles in the range from 0° to 90° specifies the susceptance T 

of TCS branches of both Y and ∆ sub- compensators, is

needed. 

When the compensator has the structure and parameters as 

shown in Figure 8, then for the Y sub-compensator: 

o
R min R

1 R

1 0 578 S;   = 0T T .
L

αω= = − = − (51)

o
S S

1 S
1 S

1 0 491S;   = 47.3
1

T .
L

C

α
ωω

= =
−  (52) 

o
T max T

1 T
1 T

1 0 576 S;   = 90
1

T T .
L

C

α
ωω

= = =
−  (53) 

and for the ∆ sub-compensator

o
RS RS0;   = 38T α=  (54) 

o
ST min ST

1 ST

1 0 385 S; 0T T .
L

αω= = − = − =  (55) 

TR max TR

1 TR
1 TR

o1 0 384 S;  90
1

T T .
L

C

α
ωω

= = = =
− .   (56) 

The results of compensation are shown in Figure 16. These 

results confirm the possibility of an adaptive compensation of 

unbalanced linear loads supplied by a four-wire line in the 

presence of the supply voltage distortion. Similarly, as in the 

case of compensation by a fixed-parameters compensator of 

reduced complexity, some residual parts of the reactive and 

unbalanced currents remain. 

Figure 16. Results of adaptive compensation. 

The waveform of the supply current in line R, after adaptive 

compensation, is shown in Figure 17. This current is in-phase 

with the supply voltage, but it is distorted. It is because the 

compensator does not compensate harmonics but some 

physical components of the supply current. All not compensa- 

ted components, even the active current, are distorted. 

Figure 17. Voltage and current waveforms in supply line R. 

The content of harmonics in the supply current is shown in 

Figure 18. It enables to compare this content when the com- 

pensator is designed based on an engineering intuition (blue) 

[11], with that based on the approach presented in this paper 

(red). 

Figure 18. The contents of harmonics in the supply current of a compensator 

designed by an engineering intuition [11] (blue) and in this paper (red). 

9. Compensator-Generated Harmonics

Distortion of the compensator current by thyristors means

that apart from the supply voltage originated harmonics, also 

the compensator-originated harmonics can occur in the supply 

current, iS. 

Let us denote the supply current in the system with the 

compensator but with removed thyristor branches, by iS0. The 

difference 

S S0 G− =i i i .  (57) 

approximates the compensator-generated harmonic current 

iG. The harmonics of the compensator-generated current iG 
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are created by thyristors switching. The effect of the voltage 

harmonics upon thyristors’ switching is negligible so that har- 

monics of the currents iS0 and iG are mutually random, thus 

these two currents are mutually orthogonal. Hence, 

2 2 2
S S0 G|| || = || || + || ||i  i i .  (58) 

When the line-to-neutral magnitude of admittances for 

harmonics of the compensator without thyristors are denoted 

by Y with an apostrophe, then the three-phase rms value of 

such a compensator current can be expressed as 

2 2 2 2 2
S0 S0 R R S S R T|| || || || [( ) ( ) ( ) ]n n n n n n n

n N n N

' ' 'Y U Y U Y U

∈ ∈
= = + +∑ ∑i i  (59) 

and hence, the three-phase rms value of the compensator- 

generated current is 

2 2
G S S0|| || || ||  || ||= −i i i  (60) 

This value shown in Figure 16 was calculated just 

according to the above formula. 

10. Conclusions

The paper shows that the presented method of synthesis of 

TCS branches of an adaptive compensator improves its perfor- 

mance in the presence of the supply voltage distortion. The 

adaptive compensator of unbalanced loads supplied with a 

nonsinusoidal voltage, effectively reduces the reactive and 

unbalanced currents, without any substantial distortion of the 

supply current. Nonetheless, this distortion still exists and it is 

not caused only by the thyristor switched inductors. This is 

because the active current, which is not the subject of compen- 

sation, reproduces the supply voltage distortion. Moreover, the 

scattered current is not affected by reactive compensators. Also, 

only two of three symmetrical components of the unbalanced 

current can be compensated by such a compensator. Despite that, 

the compensator is very effective in balancing even strongly 

unbalanced loads and in improving their power factor to almost 

unity value. Moreover, unlike switching compensators, its power 

is less confined.  
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Abstract: Dissolved Gas Analysis is an effective method for detecting faulty power transformers in their early stages. 

However, technical interpretation of results can be complex and highly dependent on the experience of experts. This paper 

presents an attempt to detect power transformer incipient fault via gas concentrations obtained from oil sampling and Dissolved 

Gas Analysis. The proposed method uses a sophisticated fuzzy logic system to perform fault type classification. Ratios and 

relative percentages of 5 key gases (Hydrogen, Methane, Ethane, Ethylene, and Acetylene) are taken as input variables, then the 

fuzzy system will try to generate an output vector that indicates six basic fault types, including partial, low, and high energy 

discharges as well as three ranges of thermal fault. This method can be easily implemented in any environment that supports 

basic mathematical operators. To demonstrate how the proposed fuzzy logic method works, the authors developed an offline 

MATLAB script and an online web-based application that can provide multiple assessments by various methods simultaneously. 

The set of membership functions and fuzzy rules presented in this paper allows the detection of multiple faults at once. 

Performance tests on many actual data sets show that the proposed method achieves better accuracy than the traditional ratio 

codes, even on a par with state-of-the-art graphical-based tools such as the Duval triangle or pentagon. 

Keywords: Power Transformer, Incipient Fault Detection, Dissolved Gas Analysis, Fuzzy Logic 

1. Introduction

In-service power transformers are frequently subjected to

both potential internal defects and external stresses. Thermal 

stress caused by local overheating accelerates the aging 

process of oil and paper insulation. Electrical and mechanical 

stresses from external sources such as lightning strikes or 

short-circuit current greatly contribute to reducing the 

remaining lifetime of power transformers. Those stresses 

cause material decomposition and generate dissolved 

combustible gases in insulating oil, some of which are oxides 

of carbon, hydrogen, and hydrocarbons. Internal defects 

generate a particular amount of characteristic gases dissolved 

in insulating oil that can be used for early fault identification. 

Proactive detection of faults helps minimize the risk of 

undesirable outage of power transformers from the power 

system network. Effective monitoring and diagnostic 

techniques must be adopted to improve the reliability of the 

equipment and to avoid any catastrophic failure. Among 

existing techniques, dissolved gas in oil analysis (DGA) is a 

powerful method to detect power transformer incipient faults 

[1-3]. 

Conventional DGA interpretation methods such as key gas 

inspection or gas ratios based methods [4-7] have been 

widely used, but they still have some limits and sometimes 

cannot give a proper diagnosis. Recently, the introduction of 

the Duval triangles and pentagons [8-10] solved the problem 

of unidentified faults. However, the analysis is not always 

straightforward as there may be more than one fault present 

at the same time. Precise DGA interpretation is still a hot 

topic in the power transformer fault diagnosis and condition 

assessment research area. 

In this paper, a fuzzy logic-based method is developed to 

enhance the quality of existing DGA interpretation tools. 

While other methods can only detect a single fault, the fuzzy 
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method is feasible to address the classification of transformer 

faults in the case where multiple faults occur at once. Since 

fuzzy logic has an advantage in processing unclear states, it 

is also possible to implement the criticality alert in the fuzzy 

diagnostic system. At the end of this paper, the authors would 

like to compare the efficiency of the fuzzy logic-based 

approach to other conventional methods by surveying real 

cases in Vietnam. 

2. Literature Review

Interpretation of DGA results is not always straightforward,

as there are several possible causes of the presence of gas in a 

transformer. Some of those are related to real fault conditions, 

others are related to more benign conditions such as stray 

gassing. There is no direct and infallible method using DGA to 

obtain an exact evaluation of a transformer’s condition. 

However, it is necessary to have a reliable DGA assessment 

tool to detect any possible fault that might occur inside a 

power transformer. In this section, the authors wish to provide 

a brief review of popular DGA interpretation techniques and 

point out the reason why a fuzzy logic-based method can 

provide a better solution. 

2.1. Key Gas Inspection 

The key gas method applies some basic rules for finding the 

fault pattern based on dominant gases. Hydrogen (H2) is 

primarily generated from corona partial discharge; Acetylene 

(C2H2) is created from arcing in oil or paper at very high 

temperatures. Overheating and thermal faults give rise to 

Methane (CH4), Ethane (C2H6), and Ethylene (C2H4) as well 

as Carbon Monoxide (CO), and Carbon Dioxide (CO2) if the 

fault is related to solid insulation decomposition. By 

determining which gasses are dominating, one can speculate 

the existence of internal fault. 

There is one big challenge in using this method, as it 

requires the users’ experience. Furthermore, software 

implementation of the key gas method seems to be a challenge. 

Inconclusive or wrong fault identification occurs regularly 

even with sophisticated key gas rules. The reason for this 

problem is that it is not always clear which is the dominant gas, 

or the main gas formed may not be reliable enough for fault 

identification. However, observing key gases is essential for 

building an advanced interpretation system based on fuzzy 

logic or artificial intelligence. 

Table 1. Fault identification based on key gasses. 

Fault Key gasses 

Partial discharge H2 

Arcing C2H2 

Thermal fault (oil) CH4, C2H4, C2H6 

Thermal fault (paper) CO, CO2 

2.2. Gas Ratio Methods 

Gas ratio-based methods take correlation of ratio between 

some pairs of fault gas concentrations with certain fault types. 

These methods were introduced in the 1970s and remain 

popular until lately. There are several variations such as the 

Dornenburg ratio, the Rogers ratio, and the three gas ratio 

methods [3-7]. 

The Rogers ratio method [4] considers two of the four ratios 

CH4/H2, C2H2/C2H4, C2H4/C2H6, and C2H6/CH4. However, 

later studies showed the ratio of C2H6/CH4 did not correlate 

well with the faults, and thus it was removed in recent studies. 

The three ratio method is now recommended by both the IEEE 

and the IEC standards [3, 5]. The interpretation guide of this 

method is shown in tables 1 and 2, in which there are three 

ratio codes for each ratio and six fault types [6]. 

Dividing one small value of a fault gas by another small 

value of another fault gas will give a significant ratio, but the 

magnitudes of the fault gases in such cases are too small. For 

that reason, ratio methods are only applicable when a 

significant amount of the gas is present; otherwise, they may 

lead to misdiagnosis. The common weakness of ratio-based 

methods is that they sometimes are not capable of giving a 

result or may yield an incorrect one in others. Therefore, 

some researchers attempt to add or modify rules to achieve 

better accuracy [11]. 

Table 2. The IEC ratio codes [6]. 

Ratio 
States 

0 1 2 

r1 = C2H2/C2H4 < 0.1 0.1 – 3 >3 

r2 = CH4/H2 0.1 - 1 < 0.1 > 1 

r3 = C2H4/C2H6 < 1 1 – 3 > 3 

Table 3. Fault classification by using the IEC ratio codes [6]. 

Fault 
Fault 

Code 
r1 r2 r3 

Normal N 0 0 0 

Partial discharge PD 0 or 1 1 0 

Low energy discharge D1 1 or 2 0 1 or 2 

High energy discharge D2 1 0 2 

Thermal fault with t < 150°C 
T1 

0 0 1 

Thermal fault with 150°C < t < 300°C 0 2 0 

Thermal fault with 300°C < t < 700°C T2 0 2 1 

Thermal fault with t > 700°C T3 0 2 2 

2.3. Graphical Methods 

Several graphical methods have been developed to 

overcome the problem of having unidentified cases. Two of 

the most well-known graphical-based methods are the Duval 

triangles and pentagons [8-10]. Other approaches such as the 

Mansour diagnostic pentagon [12] or the heptagon developed 

by Gouda et al. [13] were introduced recently. In this section, 

the authors shall only briefly summarize the Duval triangles 

and pentagons, as they are used for comparison later in the 

research. 

2.3.1. Duval Triangles 

The original Duval triangle [8] uses a set of three 

characteristics gases: CH4, C2H4, and C2H2. The sides of the 

triangle are expressed in triangular coordinates (x, y, z), 

where x, y, z are the relative percentage of CH4, C2H4, and 

C2H2, respectively. 
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This method allows the identification of the six basic types 

of faults mentioned in the last section (PD, D1, D2, T1, T2, 

and T3), in addition to mixtures of electrical/ thermal faults in 

zone DT. Those regions are established through empirical 

inspection of DGA results from a specific liquid type and the 

observed equipment gassing source. A fault is identified based 

on which region the corresponding point (x, y, z) lies on. 

To this day, there are several versions of the Duval triangle, 

in which the first, fourth and fifth are exclusive to mineral oil. 

The fourth and fifth triangles take a different set of gases and 

are only used for thermal fault inspection [9]. The first 

triangle, together with the pentagon counterpart, as depicted 

in figure 1, are widely used for the diagnosis of high voltage 

power transformers. 

2.3.2. Duval Pentagon 

The Duval pentagon [10] uses the percentages of five 

gases (H2, CH4, C2H6, C2H4, and C2H2) to their sum. The 

vertices of this pentagon correspond to the maximum relative 

concentration of 40%. Inside this pentagon, the zones are 

corresponding to the basic types of faults just like that of the 

Duval triangle, as well as a stray gassing zone (S). The 

percentage of each gas is marked on the appropriate axis 

drawn from the center of the pentagon to one of the vertices. 

These points are then connected to form a small polygon in 

which the centroid always lies inside the Duval pentagon. 

The position of the designated centroid points to one of the 

seven fault zones as one can observe in figure 1. 

Both Duval methods use relative gas percentages instead of 

ratios and thus avoid the problem of unidentified cases. In 

contrast, because the triangles and pentagons always give a 

diagnostic, they should only be used to identify a fault when a 

sufficient amount of combustible gas exists. Moreover, due to 

the nature of graphical-based interpretation methods, they 

cannot verify the existence of multiple faults at a time. 

Figure 1. The Duval triangle (left) and pentagon (right). 

3. Proposed Method

When one or more than one fault occurs in a transformer,

multiple key gases with different concentrations exist and cause 

the ratio codes to overlap. Because of that, the relationship 

between various gases becomes too complicated and may not 

match the predefined values. In multiple-fault conditions, gases 

from different faults are mixed, resulting in confusing ratios 

between gas components. This problem can be overcome with 

the aid of more sophisticated analysis methods such as the fuzzy 

logic presented in this section. The proposed method is called 

Fuzzy Ratio and Percentage (FRP in short). 

3.1. Fuzzy Logic Based Method 

In the IEC ratio-based interpretation methods, the ratio 

codes 0, 1, or 2 can either be True or False, but not anything 

in between. The gas ratio boundary should be fuzzy, 

especially when more than one type of fault exists. Between 

different kinds of faults, the codes should not change sharply 

across their boundaries. Therefore, in the proposed fuzzy 

logic-based method, input variables are transformed into a set 

of states via fuzzy functions. Membership functions in the 

uppermost region are S-shape functions governed by (1), 

while counterparts in the lowest region are Z-shape curves 

represented by (2). The middle region is occupied by π-shape 

curves calculated by the minimum combinations of (1) and 

(2). In these equations, a, b, c, and d are parameters that 

affect the shape and boundary of the curve. They represent 

the boundary conditions so that the membership functions 

translate input values into intermittent fuzzy states. 
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Conditional statements given by the rules in table 2 are 

combinations of conventional logics “AND” and “OR”, 

which can be converted into mathematical terms by the 

“MIN” and “MAX” operators. For example, the last rule is 

[r1 is 0] AND [r2 is 2] AND [r3 is 2]; this statement is 

translated to min[µs(r1), µz(r2), µz(r3)]. When a condition is 

fulfilled, either fully or partially, certain rules will be 

triggered. If the output is defined by a vector in which each 
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index corresponds to a fault code, then those rules will give 

values in the range between 0 and 1 to the indexes based on 

the trigger condition. This method allows the detection of 

multiple faults at once, a feature that neither the conventional 

gas ratio methods nor the Duval methods had. 

3.2. Fuzzy Rules Based on Gas Ratio 

Initially, membership functions and fuzzy rules were 

designed based on the IEC gas ratio method. However, this 

approach turned out to be the same as the conventional 

method; that means the weakness of having unidentified 

cases still exists. After inspecting various samples, the 

authors developed an improved set of ratio codes through 

membership functions shown in table 4. The corresponding 

fuzzy rules are described in table 5, in which Fr is the output 

vector consists of 7 indexes correspond to six basic types of 

faults (PD, D1, D2, T1, T2, T3) and a normal state (N). 

Table 4. Gas ratio membership functions. 

Membership function Type a b c d 

µr10(r1) Z-shape - - 0.3 0.7 

µr11(r1) Π-shape 0.3 0.7 2.8 3.2 

µr12(r1) Π-shape 2.8 3.2 9.8 10.2 

µr13(r1) S-shape 9.8 10.2 - - 

µr20(r2) Π-shape 0 0.4 0.8 1.2 

µr21(r2) Z-shape - - 0 0.4 

µr22(r2) Π-shape 0.8 1.2 2.8 3.2 

µr23(r2) S-shape 2.8 3.2 - - 

µr30(r3) Z-shape - - 0.8 1.2 

µr31(r3) Π-shape 0.8 1.2 2.8 3.2 

µr32(r3) S-shape 2.8 3.2 - - 

Table 5. Gas ratios fuzzy rules. 

Fault Rule 

Normal Fr(0) = min[µr10(r1), µr20(r2), µr30(r3)] 

PD Fr(1) = min[max[µr10(r1), µr11(r1)], µr21(r2)] 

D1 

Fr(2) = max[d11, d12, d13, d14] 

Where: 

d11 = min[µr11(r1), µr21(r2), µr30(r3)] 

d12 = min[max[µr10(r1), µr11(r1)], µr21(r2), µr31(r3)] 

d13 = min[µr11(r1), max[µr20(r2), µr22(r2), µr23(r2)], max[µr30(r3), µr31(r3)]] 

d14 = min[µr12(r1), max[µr20(r2), µr21(r2), µr22(r2)], µr31(r3)] 

D2 

Fr(3) = max[d21, d22, d23, d24] 

Where: 

d21 = min[max[µr10(r1), µr11(r1)], µr21(r2), µr32(r3)] 

d22 = min[µr11(r1), max[µr20(r2), µr22(r2), µr23(r2)], µr32(r3)] 

d23 = min[µr12(r1), max[µr20(r2), µr21(r2), µr22(r2)], max[µr30(r3), µr32(r3)]] 

d24 = µr13(r1) 

T1 

Fr(4) = max[t11, t12, t13] 

Where: 

t11 = min[µr10(r1), µr20(r2), µr31(r3)] 

t12 = min[µr10(r1), max[µr22(r2), µr23(r2)], µr30(r3)] 

t13 = min[µr12(r1), µr23(r2), µr30(r3)] 

T2 

Fr(5) = max[t21, t22] 

Where, 

t21 = min[µr10(r1), max[µr22(r2), µr23(r2)], µr31(r3)] 

t22 = min[µr12(r1), µr23(r2), µr31(r3)] 

T3 

Fr(6) = max[t31, t32, t33] 

Where: 

t31 = min[µr10(r1), µr20(r2), µr32(r3)] 

t32 = min[µr10(r1), max[µr22(r2), µr23(r2)], µr32(r3)] 

t33 = min[µr12(r1), µr23(r2), µr32(r3)] 

3.3. Fuzzy Rules Based on Gas Percentage 

Performance test on the gas ratio-based fuzzy system 

shows an improvement in diagnostic accuracy. However, in 

some partial discharge cases, the Hydrogen contents are 

dominant, while other gases are insignificant. In those cases, 

the “Normal” rule is triggered instead of “PD”, regardless of 

high H2 concentrations. It is not uncommon to find increased 

levels of H2 or C2H4 when C2H2 is detected, leading to a 

fuzzy boundary between low and high energy discharge 

faults. In that situation, the gas percentage method may be 

more effective and therefore, should be adopted to support 

the fuzzy gas ratio. 

The relative percentages of H2, CH4, C2H6, C2H4, C2H2 in a 

sample are denoted as p1, p2, p3, p4, p5. They are described in 

3 levels: “Low”, “Medium, and “High” by the Z, π, and S 

functions, just like their gas ratio counterparts. The boundary 

values of those functions the gas percentage fuzzy rules are 

mathematically described in the next two tables. 

3.4. Output Calculation 

By observation during performance tests, the authors 

realized that the gas ratio fuzzy system was more sensitive to 

thermal faults, while the gas percentage fuzzy system was 

more reliable in detecting partial discharge and low energy 

discharge faults. Therefore, the total fault vector should be 
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calculated by taking the normalized average of the gas ratio 

and the gas percentage fuzzy outputs by (3). 

"#$#�% 
 &' ()∑ ()�+	,-./ +&1 (2∑ (2�+	,-./ (3) 

Table 6. Gas percentage membership functions. 

Membership function Type a b c d 

µL(gas %) Z-shape - - 0 10 

µM(gas %) Π-shape 0 10 15 25 

µH(gas %) S-shape 15 25 - - 

Table 7. Gas percentage fuzzy rules. 

Fault Rule 

Normal Fp(0) = min[µL(p1), µL(p2), µL(p3), µL(p4), µL(p5)] 

PD Fp(1) = min[µH(p1), max[µL(p3), µM(p3)], µL(p4), µL(p5)] 

D1 Fp(2) = min[max[µM(p1), µH(p1)], µM(p5)] 

D2 Fp(3) = µH(p5) 

T1 Fp(4) = min[µH(p3), µL(p4), µL(p5)] 

T2 Fp(5) = min[max[µM(p4), µH(p4)], µL(p5)] 

T3 Fp(6) = min[µL(p3), µH(p4), µL(p5)] 

* p1, p2, p3, p4, p5 are the percentages of H2, CH4, C2H6, C2H4 and C2H2 

Figure 2. Fuzzy gas ratio membership functions of the given example. 

This example illustrates in detail how the proposed 

method works. Consider a case where gas contents are: H2 

= 63 ppm, CH4 = 22 ppm, C2H6 = 15 ppm, C2H4 = 11 ppm 

and C2H2 = 76 ppm. The gas ratios are r1 = 6.9, r2 = 0.35, 

and r3 = 0.73. This combination results in a ratio code of 

“200” that does not belong to the original IEC guideline. 

The ratios are translated to fuzzy states (illustrated in 

figure 2): 

1) [µr10(r1), µr11(r1), µr12(r1), µr13(r1)] = [0,0,1,0];

2) [µr20(r2), µr21(r2), µr22(r2), µr23(r2)] = [0.97,0.03,0,0];

3) [µr30(r3), µr31(r3), µr32(r3) = [1,0,0].

This combination results in Fr(3) equal to 0.97 and

triggers the D2 fault rule. In this case, the fuzzy gas ratio 

rules in table 5 give a ratio diagnosis vector Fr = [0, 0, 0, 

0.97, 0, 0, 0]. Similarly, the gas percentages are p1 = 33.7%, 

p2 = 11.76%, p3 = 8.02%, p4 = 5.88%, p5 = 40.64%. They 

are translated to: 

1) [µL(p1), µM(p2), µH(p1)] = [0,0,1];

2) [µL(p2), µM(p2), µH(p2)] = [0,1,0];

3) [µL(p3), µM(p3), µH(p3) = [0.08,0.92,0];

4) [µL(p4), µM(p4), µH(p4) = [0.08,0.66,0];

5) [µL(p5), µM(p5), µH(p5)] = [0,0,1].

The condition of D2 is fulfilled and thus Fp(3) equal to 1.

The gas percentage laws in table 7 result in Fp = [0, 0, 0, 1, 0, 

0, 0]. By using (3), the total output vector is [0, 0, 0, 1, 0, 0, 

0], which indicates occurrence of high energy discharge (D2) 

with 100% certainty. 

4. Results and Discussion

The authors built a script in the MATLAB software

environment to perform DGA interpretations of several 

datasets. The code consists of multiple methods, including 

Rogers ratio, IEC ratio, Duval triangle and pentagon, and the 

proposed fuzzy logic system. Results from all of those 

methods are compared with one another to evaluate their 

efficiency in incipient fault classification. 

4.1. Cases Study 

To test the performance of the proposed Fuzzy Ratio and 

Percentage method, the dataset obtained from [14] was used. 

There are 20 samples described in table 9; results obtained 

from multiple analyses are also compared. The proposed 

method outperforms traditional ratio codes in fault 

diagnosis capability. With this dataset, the proposed method 

generally agrees with the Duval triangle and pentagon, even 

achieves better accuracy in the tricky cases of partial 

discharge. 

Another sample dataset was obtained from the Long An 

Power Company in Vietnam to investigate the performance 

of the proposed method. The performances of multiple 

methods are compared in table 9. One can observe that with 

such low gas concentrations, fault classification, in this 

case, would be tricky. With this dataset, all method 

generally agrees with one another. There is one tricky case 

with sample number 4, which has dominant H2 and CH4 

contents. This is an obvious sign of partial discharge. 

However, except for the proposed method, none of the 

others can classify this fault. 

Multiple tests on different datasets [11, 15] were also 

performed but not fully show in this paper. In general, the 

proposed method generated highly reliable conclusions that 

agreed well with actual faults. 
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Table 8. Dataset used for performance check [14] (gas contents in ppm). 

Sample H2 CH4 C2H6 C2H4 C2H2 
Known 

fault [14] 

IEC 

[5] 

Rogers 

[4] 

Duval triangle 

[8] 

Duval pentagon 

[10] 
Proposed method 

1 200 700 250 740 1 T2 T2 - T3 T3 
T2: 84% 

T3: 16% 

2 300 490 180 360 95 T2 - T2 DT T3 
D1: 38% 

T2: 62% 

3 56 61 75 32 31 D1 - - D2 T1 D1: 100% 

4 33 26 6 5.3 0.2 N N N T1 T1 
N: 46% 

T2: 44% 

5 176 205.9 47.7 75.7 68.7 D1 - - D1 T1 D1: 100% 

6 70.4 69.5 28.9 241.2 10.4 T3 - - T3 T3 
T2: 37% 

T3: 58% 

7 162 35 5.6 30 44 D2 D2 D2 D2 D2 

PD: 21% 

D1: 49% 

D2: 30% 

8 345 112.25 27.5 51.5 58.75 D1 D1 D2 D2 D1 D1: 96% 

9 181 262 210 528 0 T2 T2 T2 T3 T3 T2: 100% 

10 172.9 334.1 172.9 812.5 37.7 T3 T3 T3 T3 T3 
T2: 44% 

T3: 50% 

11 2587.2 7.882 4.704 1.4 0 PD PD PD T1 S PD: 100% 

12 1678 652.9 80.7 1005.9 419.1 D2 D2 - DT D2 
D1: 50% 

T3: 41% 

13 206 198.9 74 612.7 15.1 T3 - - T3 T3 
T2: 39% 

T3: 59% 

14 180 175 75 50 4 T1 N N T2 T1 

N: 31% 

T1: 19% 

T2: 49% 

15 34.45 21.92 3.19 44.96 19.62 D2 D2 - DT D2 

D1: 49% 

D2: 12% 

T3: 38% 

16 51.2 37.6 5.1 52.8 51.6 D2 D2 D2 D2 D2 D2: 100% 

17 106 24 4 28 37 D2 D2 D2 D2 D2 

PD: 19% 

D1: 37% 

D2: 44% 

18 180.85 0.574 0.234 0.188 0 PD PD PD T2 PD PD: 100% 

19 27 90 42 63 0.2 T2 T2 - T2 T2 T2: 100% 

20 138.8 52.2 6.77 62.8 9.55 D2 D2 - T3 D2 
T2: 21% 

T3: 71% 

Table 9. Dataset from Long An PC (gas contents in ppm). 

Sample H2 CH4 C2H6 C2H4 C2H2 Known fault IEC [5] Rogers [4] 
Duval 

triangle [8] 

Duval 

pentagon [10] 

Proposed 

method 

1 23.6 12.4 3.8 50.9 0 T3 N/A T2 T3 T3 
T3 (30%) 

T3 (70%) 

2 5.6 32.4 10.1 13.1 0 T2 T2 N/A T2 T2 T2 (100%) 

3 43.3 50 8.9 11.2 0 T2 T2 T2 T1 T1 T2 (99%) 

4 170.7 68.9 8.4 5.7 0 PD N/A N T1 S 
N (50%) 

PD (44%) 

5 4.7 14.3 2 6 0 T2 T3 T2 T2 T2 
T2 (69%) 

T3 (31%) 

6 5.7 14.7 2.1 5.8 0 T2 T2 T2 T2 T2 
T2 (90%) 

T3 (10%) 

7 12.1 11.3 3.6 24.7 0 T3 N/A T2 T3 T3 
T2 (42%) 

T3 (58%) 

4.2. Inspection on a Larger Dataset 

The authors collected 240 samples from local utilities in the 

Southern region of Vietnam and performed multiple tests. The 

overall results are summarized in Table 10. In general, the 

proposed method generated highly reliable conclusions that 

agreed well with actual faults, with an accuracy of over 80%. 

Except for the Duval pentagon, none of the others can reach 50% 

accuracy in this dataset. A noteworthy feature of the proposed 

method is that it is more sensitive to partial discharge faults 

than other interpretation methods. 

An online demo version of the method is also available for use. 

The IEC ratio, Roger ratio, Duval triangle, and pentagon are also 

included in this demo version; all of them are implemented using 

Javascript and HTML. However, the algorithm used for 
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developing graphical-based methods in this online version is not 

very accurate when the point lies on the edge of a fault zone. A 

better choice would be using a more mathematical-oriented 

environment such as MATLAB or OCTAVE. 

Table 10. Comparison of various methods over a large transformer fleet. 

Fault Actual case 
Number of correct diagnosis 

IEC [5] Rogers [4] Duval triangle [8] Duval pentagon [10] Proposed method 

PD 23 7 3 7 6 20 

D1 32 6 1 22 20 24 

D2 63 6 19 15 18 44 

T1 76 44 68 35 74 65 

T2 18 14 1 4 5 14 

T3 28 20 5 28 28 28 

Total 240 97 97 111 151 195 

Percentage 40% 40% 46% 63% 81% 

5. Conclusion

In this paper, a new algorithm to detect potential faults 
inside power transformers was introduced. The diagnostic 

system is made based on fuzzy logic that process ratios and 

percentages of key gases obtain from DGA results. In most 

cases presented throughout the paper, the use of fuzzy logic 

overcomes the limitations of traditional gas ratios based 

interpretation with high accuracy in fault diagnosis. Since the 

method allows the detection of multiple faults in one sample, 

it can provide comprehensive insights into the conditions of a 

power transformer. That feature might provide additional 

information and help condition assessment be more reliable. 

The proposed diagnosis algorithm is not only efficient but also 

very simple to implement. In short, the research contributes a 

useful tool for the condition assessment of power 

transformers.  

Nowadays, alarm concentration values are set by 

independent experts, based on previous experience with 

equipment with similar characteristics [5]. Future research on 

this topic should examine the fault criticality to determine the 

normality percentages and critical concentrations. Again, 

using fuzzy logic would be a suitable approach to this task, 

since gas concentrations can vary from sample to sample.  
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Abstract: Every conceptual framework requires several developmental stages such as prototyping, preproduction and 

production stages. This paper considers prototype developmental stage which entails design, modelling and simulation for the 

conceptual system to determine suitable parameters and specifications before the production task is initiation. The inability to 

represent the conceptual control system with mathematical equivalence would hamper on the system operational efficiency, 

stability, controllability and observability; would not be guaranteed. This paper focuses on the modelling and simulation of 

intelligent master controller for hybridized power pool deployment. This is achieved using state space mathematical model, 

MATLAB/Simulink and proteus software. The state space model provides the mathematical equation for the system stability, 

controllability and observability criteria from the system transfer function. The MATLAB/Simulink software provides response 

trends and the Proteus software provides the virtual implementation platform for concept validation with its code written in 

Arduino (IDE). The system was demonstrated through simulation and the virtual results showed that the system capability in 

fostering intelligent control commands in the hybridized power pool scenario. The system stability was determined using Root 

locus, Nyquist and Routh Hurwitz criteria. Subsequent research efforts are being made towards implementing the design 

optimizable on the hardware using the design specifications. 

Keywords: Deployment, Hybridized Power Pool, Intelligent Master Controller, Modelling, Simulation 

1. Introduction

Transformation of any conceptual idea to physical reality in

engineering product development is not possible without 

modelling and simulation [1]. This is where the fundamental 

concept detail would be unveiled, control loop parameter 

defined and transfer function formulated [2]. Intelligent 

master controller is a digital regulatory device developed for 

hybridized power system monitoring and control application. 

Providing a modelled-based environment for an engineering 

system development helps to understudy the system 

performance prior to the hardware building. The dynamic 

characteristic of the system is represented by several created 

models and these model aids in the evaluation of the proposed 

system performance from the different constituent of the 

subsystems [3]. Algorithms are developed for the system 
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simulations as a way of confirming the system performance [4, 

5]. The intelligent master controller model is novel and it 

would be difficult to arrive at its model parameter and variable. 

This would in turn help in the system prototype development. 

The conceptual model for hybridized power pool deployment 

is complex and requires mathematical representation to assist 

in its complexity reduction [6, 7]. The created mathematical 

model would unfold the system parameters and variables. An 

ability to simulate the system variables and parameters from 

the mathematical expression facilitates the physical prototype 

model implementation [8]. The aim of this work is to model 

and simulate an intelligent master controller model for 

hybridized power pool deployment and the objectives are: to 

develop a mathematical model for the intelligent master 

controller; to simulate the developed mathematical model and 

to analyse the simulated model. The contribution to the body 

of knowledge in this work is the developed model and 

simulation parameters for an intelligent master controller, 

these parameters are deployable in hybridized power pool 

system. 

2. Literature Review

The importance of modelling and simulation over the years

has played vital roles in product development, one of whose 

first stage is prototype model behavioral observation. The 

system dynamic characteristic would be determined before the 

model implementation. Some modelling and simulation 

approach are reviewed; the model was validated by 

investigating multi-terminal direct current (MTDC) system 

with three or more converter stations. The simulation results 

showed that the proposed control strategy and the MTDC 

control protection system meet the requirements of the MTDC 

transmission system's operation [9]. 

Investigation on the notion of a hybrid power control 

system was introduced for voltage control in power systems, 

and the research establishes the static hybrid automatic 

voltage control system. The operating procedure was designed 

using a hybrid hierarchical voltage control system model 

based on hybrid theory. In order to drive the system, the 

stability and economic events were specified, by which the 

synthetic objects of safety, stability, and economy were 

attained in multi-power source system [10, 3]. The validity of 

the system and the methodologies proposed in the research 

were demonstrated by computer simulation results. Parallel 

time domain simulation was one of the most dependable and 

promising ways for performing real-time online power system 

transient stability study [11]. The research proposes a new 

parallel calculation approach for power system transient 

stability analysis based on the waveform relaxation method. 

The practical system's test results showed that the new parallel 

method completely achieves on-line real-time or even 

over-real-time calculation speed and can be applied to the 

practical system's on-line transient stability analysis [12]. The 

simulation of a command-and-control system makes use of 

computer simulation technology. In a virtual environment, 

evaluation of the performance of the designed command post 

system environment, served as the foundation for a review or 

optimization of system of command posts. This study 

examined the weaknesses and flaws in present command and 

control system modeling and recommended an 

entity-relationship-based command and control system 

modeling. This study uses command and control system 

models for power system scenario analysis, in combination 

with the Lanchester model that considers command efficiency 

[13]. 

Michaels, L. et al., carried out research on model-based 

control system design enhancing quality while also reducing 

development time, engineering costs, and rework. The time 

and money spent on hardware and software for each design 

iteration is saved by evaluating a control system's performance, 

functionality, and reliability in a simulation environment [4]. 

This work offers a software tool and approach that not only 

allows for a complete system simulation early in the design 

cycle, but also substantially simplifies model development by 

automatically integrating the components and subsystems that 

make up the model. The control system can be developed 

early in the vehicle or powertrain design cycle using this 

approach, which incorporates plant models, algorithm models, 

existing controller code, and architectural constructs to greatly 

speed up the creation of a system simulation that can be used 

for algorithm development, testing, and validation. 

Naşcu, I. et al, carried out research on the model of a 

laboratory level control system. The model for each 

component in the system was based on both theoretical and 

experimental findings. This paper describes the steps involved 

in creating an accurate model of a laboratory level control 

system. A method to solve parameters of load model 

frequency characteristics was provided based on extensive 

research on frequency characteristics of power loads [14]. The 

weighted total of each static load component's power in the 

load station was used to determine the static load frequency 

factor. The load frequency parameters of power generators 

cluster in the entire load station were calculated using a 

combination of the statistic synthesis method and the fault 

fitting method. Simulation results demonstrated the efficiency 

of the proposed strategy [15]. 

Qing, K. et al., carried out a study on the permanent 

magnetic linear generator, generator side converter, grid side 

converter, controller, and grid as part of a directly driven wave 

power generating system that is connected to a power grid. 

The following control strategies were presented based on the 

back-to-back converter structure: The generator side converter 

was subjected to vector decoupling management in order to 

maximize power extraction from wave energy; Grid 

voltage-oriented control was employed to make the current 

sinusoidal and achieve unit power factor control on the grid 

side converter. Due to the voltage fluctuation of the DC link 

when using the standard method, a power feed forward 

method was proposed to keep the DC link voltage steady and 

increase the system's dynamic response [16]. 

In Matlab/Simulink, simulation model for the entire system 

was created, and simulation results confirmed that the 

proposed control approach is practical and successful. Due to 
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the high randomness of wind power, a higher demand for load 

frequency control in the power system was made. The load 

frequency control strategy is based on the wind power 

prediction by Kalman, filter was proposed to reduce the 

influence on the system frequency using the interconnected 

power grid with wind power as the research object. On the 

contrary, the Kalman filter technique was initially employed 

to estimate wind power. The load frequency controller was 

then designed using the expected wind power. A load 

frequency control model for an interconnected power system 

was also constructed [17]. This control strategy was applied to 

a four-area power system with integrated wind power 

(multi-energy injection for continuous energy harvest) in three 

areas [18]. The simulation results obtained using 

MATLAB/Simulink showed that the suggested load 

frequency control technique based on Kalman filter wind 

power prediction successfully reduced frequency fluctuation 

and kept the system frequency fluctuation within a narrow 

range. When compared to traditional PID-based load 

frequency control, simulation findings showed that it 

outperforms [19]. 

3. Methodology

This research considers modelling and simulation of an

intelligent master controller model for deployment in 

hybridized power pool applications. The closed loop block 

diagram of the Intelligent master controller is formed and 

deduced into block format and mathematically represented 

(formular) in differential equation order to derive at the 

system parameters. This mathematical model uncovers the 

system parameter which is then simulated to validate the 

system internal behaviour. The suitable stability criteria of the 

system would also be considered. 

Figure 1. Closed Loop Control Model for Intelligent Master Controller. 

G1 represent input from Grid power supply 

H1 represent the loop gain from Grid power supply input 

G2 represent input from Renewable power supply 

H2 represent the loop gain from Renewable power supply input 

G3 represent input from Generating Set power supply 

H3 represent the loop gain from Generating Set power supply input 

3.1. Modelling 

Modelling entails the process of representing a system with 

block diagrams. The block helps to determine its sub-system 

parameters whereas differential equations are mostly used in 

modelling of control systems. This design takes into 
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consideration the general closed loop system which comprises 

of the input, output, feedback, controller and the plant to 

model the intelligent master controller system. This system is 

designed using multiple input single output (MISO) model. it 

has three-input system that is reducing to a single system 

model with the block represented in Figure 1. 

The reduced block diagram gives the transfer function for 

the intelligent master controller model. 

��������		
����� = �(�)
�(�) = ������(������)(��������)������� (1) 

The input follows the unit step function U(t) 


(�) = 1; � ≥ 0	��!	
(�) = 0; � < 0	     (2)

The controller is in the ON/OFF (digital system) mode. 

The feedback is given by # = 1 which is in s-domain = 
�
�

and in first order system; the transfer function is given as 

�		 = �(�)
�±�(�)�(�) (3) 

whereas in the second order system, the transfer function 

%(�) = &'�(��)*&'(�&'�  (4) 

and is adopted from the system model. 

Equation (4) is substituted into equation (1), and this gives 

equation (5) 

+ ,'�-�.�/,'-.,'�0+
,'�-�.�/,'-.,'�0+

,'�-�.�/,'-.,'�0
+�� ,'�-�.�/,'-.,'�×

�203��+ ,'�-�.�/,'-.,'�0+
,'�-�.�/,'-.,'�04

�2�5+ ,'�-�.�/,'-.,'�0+
,'�-�.�/,'-.,'�0×

�26
(5) 

�(�)
�(�) =

+ ,'�-�.�/,'-.,'�0
�

��+ ,'�-�.�/,'-.,'�0
�2�+ ,'�-�.�/,'-.,'�0

�× �2�

= + ,'�-�.�/,'-.,'�0
�

���+ ,'�-�.�/,'-.,'�0��
7,'�8�

-�7-�.�/,'-.,'�8�

= (�7(��)*&'(�&'�8�(&'��7&'�8�7(��)*&'(�&'�8�(�7(��)*&'(�&'�8

= 9 &'�(��)*&'(�&'�:
; × (�7(��)*&'(�&'�8

(�7(��)*&'(�&'�8�&'�(�7&'�8�7(��)*&'(�&'�8�

= 7&'� 8�
7(��)*&'(�&'�8� × (�

(�7(��)*&'(�&'�8�&'�(�7&'�8�7(��)*&'(�&'�8�

= 7&'� 8�
7(��)*&'(�&'�8� × (�

(��)*&'(��&'��&'�(��&'�(�7&'�8�7(��)*&'(�&'�8�

= 7&'� 8�
7(��)*&'(�&'�8� × (�

&'� ((��;*&'(��()�7&'� 8�7(��)*&'(�&'�8�

= (�(&'�)�((��)*&'(�&'�)�((��;*&'(��()�(&'�)�((��)*&'(�&'�)� 
The equation (5) in S-Domain gives equation (6) 

Assuming the initial value of the < = 0.5	��!	?@ = 1
�(�)
�(�) = (�

((��(��)�().A(��()�((��(��)� (6) 

�(�)
�(�) = (�

((��(��)�().A(��(��) 
�(�)
�(�) = (�

((B�)(��;(��)(��)().A(��(��) 
�(�)
�(�) = (�

).A(C�D(E��F.A(B��F(��G.A(��;(�� 
H(�) = I(J)

The system from the transfer function in equation (6) provides the polynomial characteristics equation for the intelligent 

Modelling and Simulation of Intelligent... S. Devi et al.

International Conference on Recent Trends in IOT and Its Application (RTIA-18) 
Organised by Department of Computerscience Science Engineering, AIET Bhubaneswar. 22 Nov. - 24 Nov 2018

284



master controller equation (7) 

K(J)L	2.5JD + 6JA + 10.5JP + 10J; + 7.5J) + 3J + 1S = J)I(J) (7) 

The higher order differential equation (7) for the model becomes equation (8); 

2.5T′′′′′′ + 6T′′′′′ + 10.5T′′′′ + 10T′′′ + 7.5T′′ + 3T′ + T = UV (8) 

Converting equation (8) to state space gives: 

U� = T
U) = T′ = UW�
U; = T′′ = UW)
UP = T′′′ = UW;
UA = T′′′′ = UWP
UD = T′′′′′ = UWA

The state space is given by 

UW(�) = XU(�) + Y
(�) (9) 

TW(�) = ZU(�) + [
(�)
\(�) = 


2.5UD + 6UD + 10.5UA + 10UP + 7.5U; + 3U) + U� = \(�)V
UWD = D

).A UD + �F.A
).A UA + �F

).A UP + G.A
).A U; + ;

).A U) + �
).A U� + 
(�)

UWA = UD 	+ 0 + 0 + 0 + 0 + 0 + 0
UWP = 0 + UA + 0 + 0 + 0 + 0 + 0
UW; = 0 + 0 + 0 + U; + 0 + 0 + 0
UW) = 0 + 0 + 0 + 0 + U) + 0 + 0
UW� = 0 + 0 + 0 + 0 + 0 + U� + 0
UW = 0 + 0 + 0 + 0 + 0 + 0 + U

State matrix gives 

]̂
^̂
_̂UW�UW)UW;UWPUWAUWD à

aa
ab =

]̂
^̂
_̂ 	0	0	0	0	0− �

).A

	1	0	0	0	0	− ;
).A

	0	1	0	0	0	− G.A
).A	

	0	0	1	0	0− �F
).A

	0	0	0	1	0−	�F.A).A

00001− D
).A
àa
aa
b

]̂
^̂
_̂UW�UW)UW;UWPUWAUWD à

aa
ab =

]̂
^̂
_̂ 	0	0	0	0	0−0.4

	1	0	0	0	0−1.2

	0	1	0	0	0−3

	0	0	1	0	0−4

	0	0	0	1	0− 4.2

00001−2.4à
aa
ab

]̂
^̂
_̂U�U)U;UPUAUD à

aa
ab +

]̂
^̂
_̂000001à
aa
ab \V (�)
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e = L1 0 0 0 0 0S
]̂
^̂
_̂U�U)U;UPUAUD à

aa
ab

3.2. Stability 

Whenever a bounded input gives a bounded output, the 

system is stable. This is a function of the output/input 

relationship in the system, whenever there are disturbances in 

the system, this relationship coordinates the internal 

performance of the system and decides its stability status. The 

following are methods for determining the stability of a 

system. 

i. Root Locus

%�����f	Zℎ����������	�h
���� = 	1 ± %(�)#(�) = 0
�		 = 	%(�)#(�) = @ijklmnol	(pl)

qk@ojr@mnol	(sl) = t(��m)(��u)………
�'(��m�)(��u�)………  (10)

Zeros are the value of S at the numerator, wℎ��	x� =0; 	� = 	−�,−z ………
while poles are the value of S at the denominator, wℎ��	[� = 0; 	� = 0,−��, −z)………

The equation would be split into two to determine the 

equating angles and the magnitude. 

|%(�)#(�)| = 1; �ℎ�	|�}��
!�	�������
< %(�)#(�) = 1; �ℎ�	��}f�	�������

ii. Nyquist Criterion

�		 = �(�)
�±�(�)�(�) =	 �(�)

�±~(�)
�(�) = f���	}�� = %(�). #(�)

1 ± �(�) = 0 (11) 

For the system to attain stability the poles will be on the left 

half of the s-plane. 

iii. Routh Hurwitz Criterion

The characteristics equation for equation (3) is required for 

the R-H stability determination. 

%�����f	Zℎ����������	�h
���� = 	1 ± %(�)#(�) = 0

1 ± %(�)#(�) = 0 = 	�F�@ +	���@��………+�@���� + �@
Zℎ����������	�h
���� = 	�F�@ +	���@��………+�@���� + �@ (12) 

Routh Hurwitz Criterion is further evaluated using the 

Routh Array (12) 

(a) (b) Controllability

(X, Y) = LY|XY|X)Y|… . . |X@��YS (13) 

(b) (c) Observability

(Z, X) =
]̂
^̂
_ ZZXZX)..ZX@��à

aa
b

(14) 

3.3. Simulation 

The model was simulated in MATLAB/Simulink to obtain 

and validate the system parameters emanated from the 

mathematical model of the intelligent master controller. The 

Simulation result is presented and discussed in section IV. 

4. Result of Intelligent Master Controller

Modelling and Simulations

The result obtained from the modelling and simulation

environment, MATLAB/Simulink, is presented in this section. 

In a bid to ascertain the system stability status, the following 

stability criteria were considered in view of selecting the most 

suitable outcome. Furthermore, the internal behavior of the 

systems was ascertained through the observation of the 

controllability and observability of the modelled system. The 

mathematical representation unveiled that the model has a 

high order differential equation showing that it is a higher 

order control system. Time response of the system showed 

that it was critically damped in view of its unit step function. 

4.1. Intelligent Master Controller Stability Analysis 

4.1.1. The Root Locus Plot 

The stability of the intelligent master controller is 

described by the root locus plot in Figure 2. Condition for 

stability holds true when the poles of a system's characteristic 

equation lies on the negative half plane of the root locus to 

the magnitude of -0.5 and false for poles on the positive half. 

From the result obtained from Figure 2, the system can be 

said to be stable since the poles exist at the negative axis of 

the plot. The performance gain of the system can also be 

computed from the plot. 

4.1.2. Nyquist Plot 

Figure 3 shows the Nyquist plot of the complex margin 

gain (dB) of 8.32 and all frequencies of the phase (rad/s) of 

1.13. This is an indication that the closed loop intelligent 

master controller is stable. 
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Figure 2. Root Locus Plot of the intelligent master controller. 

Figure 3. Nyquist Plot of the intelligent master controller. 

4.1.3. Routh Hurwitz (RH) Stability Modelling 

The denominator of the transfer function gives the higher 

order polynomial as its characteristic equation for the 

intelligent master controller model. The Routh Hurwitz (RH) 

stability test with the higher order polynomial equation (8) 

below gives the results in the Array in Table 1, this shows 

that the system is stable. 

2.5J
D
N 6J

A
N 10.5J

P
N 10J

;
N 7.5J

)
N 3J N 1 � 0 

All the coefficient of characteristic polynomial has same 

sign; thus, the equation has fulfilled the RH criterion for 

stability assessment. 

Figure 4. Poles and Zero Plots of the intelligent master controller. 
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Table 1. The Routh Hurwitz Array. 

J
D 2.5 10.5 7.5 1 

JA 6 10 3 0 

JP 6.33 6.25 1 0 

J; 4.08 2.05 0 0 

J) 3.06 1 0 0 

J� 0.72 0 0 0 

JF 1 0 0 0 

In Figure 4 the poles and zero plots for the intelligent 

master controller, the first two poles are located at the 

left-half S-Plane to the magnitude of -0.5 each with the 

damping of 0.5, the percentage overshoot of 16.3 and 

frequency of 1rad/s. The second two poles are located at the 

left-half S-Plane to the magnitude of -0.2 with the damping 

of 0.316, percentage overshoot of 35.1 and frequency of 

0.632. 

4.2. Controllability 

The system Controllability test was carried out on the 

intelligent master controller model using MATLAB and the 

results shows that the develop system was stable. This result 

in Table 2, validates the controllability matrix condition in 

equation 13 and [17, 3]. 

Table 2. Matrix Array of the Intelligent Master Controller System 

Controllability. 

Controllable Matrix is Co = 

0 0 0 0 0 1.0000 

0 0 0 0 1.0000 -2.4000 

0 0 0 1.0000 -2.4000 1.5600 

0 0 1.0000 -2.4000 1.5600 2.3360 

0 1.0000 -2.4000 1.5600 2.3360 -5.5584 

1.0000 -2.4000 1.5600 2.3360 -5.5584 3.2890 

Given System is Controllable 

4.3. Observability 

The system observability test was carried out on the 

intelligent master controller model using MATLAB and the 

results shows that the develop system was observable. This 

result in Table 3. validates the observability Matrix condition 

in equation (14) and [3]. 

Table 3. Matrix Array of the Intelligent Master Controller System 

Observability. 

Observable Matrix is Ob = 

1 0 0 0 0 0 

0 1 0 0 0 0 

0 0 1 0 0 0 

0 0 0 1 0 0 

0 0 0 0 1 0 

0 0 0 0 0 1 

Given System is Observable 

4.4. Step Unit Response of the Intelligent Master Controller 

with MATLAB 

The unit step input response model in equation (7) presents 

the transient, steady state and disturbance status of the intelligent 

master controller. Figure 5 shows the output step response for a 

higher order system model, which is the time domain 

performance characteristic of the intelligent master controller 

model. The following parameters were deduced from the 

response, settling time of 29.5s, rise time of 0s, peak overshoot 

of infinite value at a time 6.91s, peak amplitude of -0.213 and a 

final steady state time of 0s. The stated data as collated from the 

figure 5, indicates the property of the system model to attain a 

settling time due to a delay in the transient response of the 

system. In conformity with the condition of critical dampness, 

the system roots of the intelligent master control provide stable 

result. This is in validation of the stability preposition by 

researcher in [11, 3, 7, 6] for the multiple power source scenario. 

Figure 5. System response of the intelligent master controller with MATLAB. 
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4.5. The Intelligent Master Controller Model with Simulink 

The unit step input response model in equation (7) was inputted into the Simulink model in figure 6 and the result from the 

scope is presented in Figure 7. 

Figure 6. System Model of the intelligent master controller with Simulink.

Figure 7. System response of the intelligent master controller with Simulink. 

In Figure 5 and Figure 7, the System response of the 

intelligent master controller for both the MATLAB model 

and that of the Simulink are the same, this validates the 

performance of the system in term of its time response. 

5. Conclusion

The intelligent master controller for hybridized power pool

deployment was modelled. The mathematical model for the 

intelligent master controller to be integrated in the hybridized 

power pool deployment was derived, and simulations analysis 

were done using MATLAB/Simulink. The system stability 

was determined using Root locus, Nyquist criterion and Routh 

Hurwitz criterion. Furthermore, tests for observability and 

controllability that were carried out on the intelligent master 

controller model using MATLAB, shows that the system is 

stable. 
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Abstract: Innovations and trends has been significantly increased during modern theory and practical realizations in the 
field of energetic. In the Czech Republic, the research of predictions of technical losses on the transmission system can be 
considered as novel and important topic. Using software possibilities can be appropriately utilized in the frame of estimations 
of the technical losses. While they cannot be eliminated, they may be minimized. Losses can be measured or calculated using 
transmission-line parameters. This causality is considered in the form of the presented and proposed mathematical equations 
including real measured data of the atmospheric temperatures achieved on the substations selected in the Moravian-Silesian 
region. In this contribution, results of proposed calculations of technical losses based only on line parameters taking into 
account the ambient temperature are being compared in relation to a particular transmission system using prediction software. 
Particularly, technical losses caused by a configuration change of a selected part of a transmission system are considered 
related to the operation of Dlouhé Stráně pumped storage hydro power plant. As can be conclude, after the resulted 
comparisons using by the proposed mathematical models in software and the obtained real measured data, general 
minimization of the losses is necessary to create the most accurate models of the states that might occur in the future and to 
propose required modifications of the given part of the transmission system. A future bounded research can be focused on the 
sensors situated on the transmission lines instead of the substations. 

Keywords: Transmission System, Technical Losses, Prediction, Software 

1. Introduction

In the research area of the energetic [1-3], the modern
approaches and trends has been frequently occurred with 
proposals of modifications in favor of the minimization of 
external influences as losses or noises. As near research areas 
of the solving these occurred problems, also, the technical 
cybernetics [4-6] and mathematical modelling of processes 
control [7-9] has been often considered. 

Particularly, in this contribution, the calculation of 
predictions using by the software utilities with following 
evaluation of losses [10] that occur in the transmission 
system located in a certain part of the Czech Republic [11]. 
In the paper proposals, the authors’ own realized software is 
utilized for purposes of the calculating the predictions.  

The calculation has been performed with the program 
which inputs are the measured values obtained from 
databases of the transmission grid control system [12]. The 
results of the calculation can be then suitably compared with 
values of losses of a second program that calculates the 
technical losses based only on the line parameters. It is then 
possible to assess the impact of the losses on the examined 
transmission system in the area.  

The specific area of the transmission system has been 
selected in view of the interesting states that can occur during 
its operation, especially greater variations of atmospheric 
temperatures and fluctuations of the transmitted power. [13-15] 

It is an area in which provision of an optimal power to the 
Horní Životice substation posed problems in previous 
periods. The capacity of the area has been reinforced by the 
construction of a new Kletná substation and by the erection 
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of another V458 transmission line. An important aspect that 
played a role in selecting the examined area has been the 
commissioning of a new transmission line between the Horní 
Životice and Krasíkov substations. This resulted in the 
creation of a ring transmission system network boosted by 
power fed from the Dlouhé Stráně pumped storage hydro 
power plant. In terms of the transmission system operation 
management the power supplied by this power plant is 
variable. The paper also mentions the states under which this 
power plant is utilized with respect to its operation and the 
atmospheric temperature. [13-15] 

Figure 1. The selected area of the transmission system used for the 

calculations and analysis. 

Figure 2. A sample of measured atmospheric temperature data in the area 

under investigation. 

Losses can be measured or calculated using transmission-
line parameters. This causality is considered in the form of 
the presented and proposed mathematical equations including 
real measured data of the atmospheric temperatures achieved 
on the substations selected in the Moravian-Silesian region. 
In this contribution, results of proposed calculations of 
technical losses based only on line parameters taking into 
account the ambient temperature are being compared in 
relation to a particular transmission system using prediction 
software. Particularly, technical losses caused by a 
configuration change of a selected part of a transmission 
system are considered related to the operation of Dlouhé 
Stráně pumped storage hydro power plant. [13-15] 

2. Selected Transmission System

Network

The calculations are based on real data and calculations
using a program developed in previous years [13, 14]. The 

selected area of the transmission system is shown in Figure 1 
and the atmospheric temperature data in Figure 2. 

2.1. Description of the Selected Network 

The selected area of the transmission system comprises six 
nodes, five of which are substations and the sixth the controlled 
power hydroelectric power plant. The area network forms a ring, 
which consists of six overhead lines, see Table 1 showing their 
length. The selected network is also connected by seven lines to 
a neighboring transmission system of Czechia, Slovakia and 
Poland. The default values used for the calculations are data 
measured in the power dispatching control system (Table 2) and 
include node voltages, information on the transmitted power, 
reactive power, line current and temperatures. An important 
input is the power contributed into the selected area by the 
pumped storage hydro power plant. An emphasis is placed on 
selected seasons and atmospheric temperature changes in the 
region, which are measured directly at power utilities. A 
database has been compiled based on all parameters of the lines 
and the measured data that are used to perform the calculations 
with the aid of the program. The program was developed by the 
staff of two Ostrava universities and has been published [13, 14]. 
The calculations have been performed due to the need to verify 
the accuracy of software calculations and to clarify changes in 
the magnitude of losses with respect to atmospheric temperature 
movements and the line transmitted power in the area where 
network configuration changes have been made. The changes 
included commissioning of a new V458 line, construction of a 
new 400 kV Kletné substation and creation of a V405 line as a 
result of splitting the V459 into two V405 and V459 lines 
terminated in the new Kletná substation. The results and 
evaluations are set out further in the article. 

Table 1. Lengths of the selected network lines. 

400 kV line Substation 1 Substation 2 Line lengthí 

V457 Dlouhé Stráně Krasíkov 59.8 km 
V458 Krasíkov Horní Životice 107 km 
V459 Horní Životice Kletné 42.1 km 
V402 Krasíkov Prosenice 87.6 km 
V403 Prosenice Nošovice 79.6 km 
V405 Nošovice Kletné 53.5 km 

2.2. Measured Values Database Analysis 

The measured value database contains the values of 
transmitted active and reactive power (P; Q), technical losses for 
the given line (P_ztr), voltage (U), current (I) and temperatures 
from the power utilities (T_venk). All values, apart from 
technical losses, were measured at the start and end of the lines 
of the respective substation. Database data between August 2017 
and February 2018 were used for processing. The measurement 
databases also include seasonal differences according to a given 
month and are divided into the summer season - L and the 
winter season - Z. The measured values are then divided into 
columns, where the respective measured quantity for the given 
line is shown in a separate column. The header of each column 
contains an abbreviation for the substation outlet, the code 
designation of the line and finally the symbol of the measured 
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quantity. Take for example the designation C: KRA4: V402: P, 
where KRA4 stands for the measurement taken at Krasíkov 
station. From the line designation of V402 it can be inferred that 
it is a 400 kV line, as this designation starts with the number 4. 

For the 220 kV line the designation then starts with the number 
2. The last part consists of a letter. For example, P means active
power values. The sample of the database section is shown in
Table 2.

Table 2. A part of the database of measured valuaes for v402 line. 

Time C: KRA: 4: V402: P C: KRA: 4: V402: Q C: KRA: 4: V402: U C: KRA: 4: V402: I C: KRA: T_venk 

10.12.2017 24:00:00 Z -150.36 27.61 418.52 211.16 0 
11.12.2017 00:15:00 Z 57.13 19.76 417.29 94.23 0.59 
11.12.2017 00:30:00 Z 68.49 20.93 417.38 102.8 0.77 
11.12.2017 00:45:00 Z 56.7 20.2 417.16 84.69 0.83 
11.12.2017 01:00:00 Z 94.02 22.11 417.71 143.78 1.09 
11.12.2017 01:15:00 Z 99.39 16.79 417.06 151.97 1.14 

2.3. Analysis of Calculated Joule Losses of the Selected 
Transmission System Network 

The calculations of the selected network are based on the 
real values measured by the sensors that are part of the 
energy dispatch control system in the given power utility. An 
example of the location of the sensors in the selected region 
is shown in Figure 2. The values have been selected from 
certain periods since 2017. These values serve as a basis for 
calculations and analysis of the selected area. 

3. Model Statuses for Calculating Losses

of Selected Transmission System Lines

The program for calculating Joule's losses works on the
following principle: it takes the long-term measurements and 
uses it to assemble the predictive polynomial to calculate the 
losses in the selected temperature interval for the specified 
transmitted power [13]. The boundary temperatures of the 
temperature interval are chosen so that the one polynomial 
represents losses at the low temperatures and the second one 
losses at the higher temperatures. The transmitted power values 
are selected between 0 MW and 100 MW up to the maximum 
transmitted power [13, 15-18]. The V402 line Joule losses e.g. at 
a transmitted power of 500 MW taken from the line parameters 
and an assumed power factor of cosϕ = 0.95 are calculated from 
the values given in Table 2 as follows - first we calculate the 
current then use it to arrive at the reactive power: 
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3.1. Analysis and Calculations for V402 
Krasíkov – Prosenice Line 

To calculate Joule's losses using the program, we select 
two temperature intervals, one for the winter and the other 
for the summer period 

∆T1 between -14°C and 0°C and 
∆T2 between 10°C and 35°C. 
Then the resulting prediction polynomials for the selected 

temperature ranges are: 

5 2
1 0.01203 0.00019 1.4 10TP P P−∆ = + ⋅ + ⋅ ⋅  (4) 

5 2
2 0.014095 00011 1.5 10TP P P−∆ = + ⋅ + ⋅ ⋅  (5) 

In Table 3 By program calculated Joule’s loss results and 
the losses from the line parameters are then compared. 

Table shows that the program-predicted losses in 
dependence on temperature are lower than the losses 
calculated by the program without taking into account the 
ambient temperature. These values are more realistic because 
they include the influence of the ambient temperature and the 
program is based on a comprehensive database of measured 
values, contrary to the losses calculated only from the line 
parameters that do not comprise the influence of the 
temperature [13, 14, 18-21]. 

Table 3. The resulting joule’s losses of the v402 line of the selected part of 

the transmission system network. 

Software calculated losses Losses from the line parameters 

P ∆PT1 ∆PT2 I Q ∆P 

(MW) (MW) (MW) (A) (Mvar) (MW) 
0 0.012 0.015 0 0 0.013 
100 0.176 0.173 152 33 0.174 
200 0.629 0.626 304 66 0.655 
300 1.371 1.373 456 99 1.459 
400 2.402 2.414 608 131 2.583 
500 3.722 3.751 760 164 4.029 
600 5.331 5.381 912 197 5.795 
700 7.229 7.307 1064 230 7.884 
800 9.416 9.527 1215 263 10.293 
900 11.893 12.041 1367 296 13.024 
1000 14.658 14.85 1519 329 16.075 
1100 17.713 17.954 1671 362 19.449 
1200 21.056 21.352 1823 394 23.143 
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Figure 3. Technickal loses of the V402 line. 

Figure 4. Technical loses of the V459 line. 

The biggest losses in the course of the year were recorded 
in September, when the peak transmitted power was 800 
MW, and the lowest one in February with the transmitted 
power of up to 600 MW. The graphical comparison of all 
three values of losses is shown in Figure 3 graph. 

3.2. Horní Životice – Kletné V459 Line 

For all subsequent lines, calculations are performed at the 
same temperature intervals as for the V402 line. 

5 6 2
1 0.000312 10 5.4 10TP P P− −∆ = + ⋅ + ⋅ ⋅  (6) 

5 6 2
2 0.00454 6 10 5.9 10TP P P− −∆ = − ⋅ ⋅ + ⋅ ⋅  (7) 

The difference in predicted losses, taking into account the 
temperature and loss calculated only with respect to the 
transmitted power (∆P - ∆PT1 and ∆P - ∆PT2) is increasing. 
At the transmitted power of 1300 MW, the difference is 1.12 
MW at low temperatures and 0.4 MW at high temperatures. 

3.3. Dlouhé Stráně – Krasíkov V457 Line 

This line is connected to the Dlouhé Stráně pumped 
storage hydro power plant with the installed capacity of 600 
MW. 

5 6 2
1 0.00762 5.6 10 8.9 10TP P P− −∆ = + ⋅ ⋅ + ⋅ ⋅  (8) 

4 6 2
2 0.01599 4.7 10 7.3 10TP P P− −∆ = − ⋅ ⋅ + ⋅ ⋅  (9) 

Figure 5. Technical losses of V457 line. 

The V459, together with the V405 line formed the so-
called radial network until the V458 line was connected. The 
Dlouhé Stráně power plant transmitted power at higher 
temperatures ranged around 300 MW; the maximum of 600 
MW was rarely achieved. Its transmitted power was 
influenced by the needs of the transmission system. 
Therefore, the higher temperature prediction is more accurate 
only up to the transmission power of 300 MW, for higher 
transmitted power it is distorted because of the small data 
rate in the default database of measured values. At low 
temperatures, the prediction is accurate because the peak 
power values were much more frequent during this period, 
and therefore there were a sufficient number of data lines to 
calculate losses for the transmitted power above 300 MW. 

3.4. Krasíkov – Horní Životice V458 Line 

This is a new line erected in connection with the 
construction of a new 400 kV substation in Kletná. 

5 5 2
1 0.01769 4 10 1.4 10TP P P− −∆ = − ⋅ ⋅ + ⋅ ⋅  (10) 

4 5 2
2 0.19254 9 10 1.6 10TP P P− −∆ = − ⋅ ⋅ + ⋅ ⋅  (11) 

Figure 6. Technical losses of V458 line. 

The difference in predicted losses, considering the 
temperature and loss calculated only for the transmitted 
power (∆P - ∆PT1 and ∆P - ∆PT2), is again rising. At the 
transmitted power of 1300 MW the difference is 1.2 MW at 
low temperatures and 1.1 MW at high temperatures. 
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4. Influences on the Dlouhé Stráně Power

Plant Operation by Connecting the
New V458 Line

In terms of the transmitted power over the respective lines,
in relation to the technical losses and the atmospheric 
temperature the situation changed in the selected area of the 
transmission system after terminating the new V458 line 
connecting the Krasíkov substation to the Horní Životice 
substation. Prior to the line termination the substation formed 
the end of a radial network that comprised Nošovice - Kletné 
- Horní Životice substations. (V405, V459). The V402 and
V403 lines experienced a significant drop in technical losses.
The termination of the new V458 line also changed the
direction and size of the transmitted power by the V405 and
V459 lines from the Horní Životice substation to the
Nošovice substation. With the increased power transmission
in the area, the technical losses also increased. The
transmitted power from the Krasíkov substation was split into
two directions, along the V402 line and along the new V458
line. It can be stated that the technical losses have been
divided and their total size has been reduced. The size of the
technical loses is also notably influenced by the Dlouhé
Stráně pumped storage hydro power plant operation. After
connecting the new V458 line, the power plant started
supplying more power to the selected area [16-18].

5. Conclusion

In conclusion we can state that many factors have changed
in the selected area of the transmission system and those 
factors significantly influenced the size of the technical 
losses. The most important factors include the new network 
configuration, temperature influences, the power transmitted 
over the lines and the Dlouhé Stráně pumped storage hydro 
power plant operation. The technical losses calculated from 
the line parameters were compared and, in the latter case, 
calculated using a special program.  

The losses calculated by using the program that takes 
temperature variations into account were lower on all lines. 
We can say that the results obtained by the program that takes 
into account the outdoor temperature are more realistic 
because they are based on the analysis of long-term 
measurements performed on the relevant lines and include 
the temperature influence. The program can be used for 
further analysis of losses in the transmission system networks 
and its use will result in correct analyzes and conclusions.  

The computational program used could also find its use in 
practice. The analysis of the transmission system lines’ 
technical losses is an important indicator for the economical 
evaluation of electricity transmission and also serves to 
evaluate changes taking place in certain parts of the system 
after construction of new substations and lines. In order to 
minimize the losses, it is necessary to create the most 
accurate models of the states that might occur in the future 
and to propose required modifications of the given part of the 

transmission system. 
A future bounded research can be focused on the sensors 

situated on the transmission lines instead of the substations. 
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Abstract: The finite difference frequency domain (FDFD) method is very suitable for working out narrowband problems and 

resonance problems. However, the FDFD method needs to solve a large complex sparse matrix equation. With the increase of 

computing scale, the dimension of matrix will increase rapidly, which is difficult to simulate. For improving the computational 

efficiency of solving the large complex sparse matrix equation and extend the application scope of the FDFD method, a fast 

parallel FDFD method on the basis of message passing interface (MPI) shared memory technology is proposed in this paper, 

which is used to solve the electromagnetic scattering problems of electrically large targets. Based on the conjugate gradient 

iterative algorithm, the large complex sparse matrix is reasonably distributed to each process according to the unequal row 

allocation scheme, so as to guarantee the load balancing of each process. In addition, the intermediate vectors utilized in total 

processes are stored in the shared memory of MPI, which reduces the communication time and the consumption of computer 

memory. The proposed parallel FDFD method is employed to solve the bistatic RCS of the PEC sphere, composite Von warhead 

and an automobile, compared with the serial FDFD method, the parallel FDFD method greatly improves the computational 

efficiency when the memory is not increased much. 

Keywords: FDFD, Complex Sparse Matrix, Conjugate Gradient Iteration, MPI, Shared Memory 

1. Introduction

The finite difference time domain (FDTD) method is very

popular in computational electromagnetics. It solves 

Maxwell’s equations in the time domain and is very suitable 

for solving broadband electromagnetic problems [1]. 

However, when dealing with the electromagnetic problem 

with resonant structure, the FDTD method requires lots of 

time iterations to guarantee the accuracy of the simulation. 

Besides, the time step used in the FDTD method is 

constricted by the CFL condition [2], it is difficult for FDTD 

method to solving long pulse electromagnetic problems. For 

example, the duration of the E3 (late-time) waveform for the 

high altitude electromagnetic pulse (HEMP) is about 400s, 

while the grid size of the target is meter-scale. Because of the 

restriction of the stability criterion, the time step of the 

FDTD method should be nanosecond, then hundreds of 

millions of time steps need to be iterated to complete the 

simulation [3]. 

The FDFD method applies the differential Maxwell 

equation to describe electromagnetic field relationships. 

The central difference is employed to discretize the spatial 

partial derivative, and the time harmonic factor is used to 

replace the time partial derivative. Afterwards, the 

electromagnetic scattering properties of targets at a certain 

frequency can be acquired by solving the sparse matrix 

equation [4]. The FDFD method is not limited by the 

stability condition, so it has a great advantage in dealing 

with electromagnetic problems such as resonance and long 

pulse. In recent years, FDFD method has also been widely 

used in periodic structures [4], microstrip structures and 

waveguides [10, 13], long-path propagation [12], the band 

gap of the photonic crystal [5], bioelectromagnetic 
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uncertainty analysis [15], etc. Researchers are also studying 

the absorbing boundary condition [11], fast algorithm of the 

FDFD method [14, 16]. 

However, the FDFD method needs to solve a large 

complex sparse matrix equation. With the increase of 

computing scale, the dimension of matrix will increase 

rapidly, which is difficult to simulate. For improving the 

computational efficiency of solving the large complex 

sparse matrix equation and extend the application scope of 

the FDFD method, the parallel FDFD method is proposed 

in this paper. Based on the conjugate gradient method, a 

shared memory technology of the message passing 

interface (MPI) is adopted in the FDFD method, and the 

large sparse matrix is allocated reasonably to each process. 

Then, the load balancing is ensured and the solution 

efficiency of the large complex sparse matrix equation is 

improved. 

The rest of this paper is structured as follows. The FDFD 

algorithm is described in Section II. The parallel FDFD 

scheme is explained in Section III. Its accuracy and 

efficiency are proved in details in Section IV. Section V 

closes the paper with some conclusions. 

2. Review of the FDFD Method

The 3D Maxwell equation in frequency domain is

0

0

r

r

j

j

ωµ µ
ωε ε

∇× =
∇× = −

E H

H E
(1) 

where E, H represents electric field and magnetic field in the 

calculation region, respectively. ω is the angular frequency. µr, 

µ0, εr, ε0 represents relative permeability, permeability of 

vacuum, relative permittivity and permittivity of vacuum, 

respectively. 

The Yee’s cells are adopted to discretize the FDFD 

computation domain, and electric field sampling points and 

magnetic field sampling points are staggered with each 

other. Each electric field is surrounded by four magnetic 

fields, and each magnetic field is also surrounded by four 

electric fields. 

In the Cartesian coordinate system, the discretization 

equation related to the x direction’s electric field 

in (1) is 

( ) ( )
( ) ( )

( ) ( )

0 1 2, , 1 2, ,

1 2, 1 2, 1 2, 1 2,

1 2, , 1 2 1 2, , 1 2

r x

z z

y y

j i j k E i j k

H i j k H i j k

y

H i j k H i j k

z

ωε ε + +

+ + − + −
=

∆
+ + − + −

−
∆

(2) 

Similarly, we can get the other components of the electric 

field and magnetic field by discretizing (1) using central 

difference method. Equation (2) contains both electric field 

and magnetic field, for purpose of reducing the computational 

complexity, we substitute the difference equations for Hy and 

Hz into (2). Then, we can get an iterative equation containing 

only the electric field. For example, the FDFD iterative 

equation for electric field node ( )1 / 2, ,xE i j k+  is as 

follows: 

0 ( 1 2, , )

1 ( 1 2, 1, ) 2 ( 1 2, 1, )

3 ( 1 2, , 1) 4 ( 1 2, , 1)

1 ( , 1 2, ) 2 ( 1, 1 2, )

3 ( , 1 2, ) 4 ( 1, 1 2, )

1 ( , , 1 2) 2 ( 1, , 1 2)

x

x x

x x

y y

y y

z z

cx E i j k

cx E i j k cx E i j k

cx E i j k cx E i j k

cy E i j k cy E i j k

cy E i j k cy E i j k

cz E i j k cz E i j k

⋅ +
+ ⋅ + − + ⋅ + +
+ ⋅ + − + ⋅ + +
+ ⋅ + + ⋅ + +

+ ⋅ − + ⋅ + −

+ ⋅ + + ⋅ + +
3 ( , , 1 2) 4 ( 1, , 1 2) 0z zcz E i j k cz E i j k+ ⋅ − + ⋅ + − =

(3) 

As can be seen from (3), the equation of each electric field 

involves its own node and its twelve adjacent nodes. And the 

twelve nodes are four Ex nodes, four Ey nodes and four Ez 

nodes respectively, as shown in Figure 1. 

(a) Difference equation of electric field node Ex. 

(b) Basic equation of electric field node Ex.

Figure 1. Peripheral nodes involved in different situations of electric field 

nodes. 

where the coefficient are as follows, which are related to the 

grid size and the medium parameters. 

( )1/ 2, ,xE i j k+
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Similarly, the FDFD iterative equations for the other electric 

field components can be obtained. By combining the FDFD 

equations corresponding to all electric field nodes, the solution of 

the field in the FDFD calculation domain can be simplified to the 

solution of the matrix equation , where A  is the

coefficient matrix composed of the coefficients in (4), x is the 

vector formed by the electric field nodes to be solved in the 

computational domain, and b is the excitation source vector. 

3. Fast Solution of Large Complex Sparse

Matrix Equations

3.1. Conjugate Gradient Iteration 

The FDFD method can be transformed into the form of the 

matrix equation x b⋅ =A , where the coefficient matrix A  is

a complex sparse matrix. To reduce the consumption of 

computing resources, the format of Coordinate (COO) [6] is 

used to store the complex sparse matrix. This format stores 

only the row, column and value of each non-zero element for 

the sparse matrix, which is very efficient. Because A  is not a 

special matrix such as triangular matrix and banded matrix, etc. 

the existing efficient iterative solvers are not suitable. 

Therefore, in this paper, the conjugate gradient method (CGM) 

of complex matrix is used to solve the matrix equation [7, 8], 

and the specific steps are as follows [9]: 

(i) Initialization, set initial value r0 and convergence

accuracy err:

0 0

1 0

r x b

p r
+

= −
 = −

A

A
(5) 

where +
A is the conjugate transpose of matrix A . 

(ii) Iteration (n = 1, 2, 3, 4…)

2 2
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=
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A A

A A

A A

A

(6) 

(iii) Make a judgment after each iteration. Once

  x b b err− ≤A , output nx and finish the iteration. 

Otherwise, continue with step (ii). 

3.2. Parallel Algorithm of Conjugate Gradient Iteration 

Based on MPI 

It can be seen from the above section that the conjugate 

gradient algorithm can greatly improve the computational 

efficiency of matrix equations by transforming the solution of 

matrix equations into simple sparse matrix vector 

multiplication, vector inner product and vector addition and 

subtraction. However, when the electrical size of the 

calculated target increases, the scale of the coefficient matrix 

also increases. On the one hand, it will lead to a sharp increase 

in the amount of computation and an increase in the 

computational resources consumed by each iteration. On the 

other hand, it makes the convergence of iteration worse, that is, 

it needs more iterations to complete the computation. In order 

to improve efficiency, parallel computing based on MPI is a 

better solution. However, due to the sparsity of the coefficient 

matrix, it is not feasible to use the parallel scheme of dense 

matrix partition by block. This is because the distribution of 

nonzero elements in the coefficient matrix is not uniform, and 

partition by block will lead to unbalanced load, which affects 

the parallel efficiency. In addition, because the number of 

nonzero elements in each row of the coefficient matrix is not 

equal, the common equal row allocation scheme will also lead 

to load imbalance. According to the characteristics of 

coefficient matrix, a scheme of unequal row allocation 

according to the number of elements is proposed in this paper. 

The coefficient matrix is evenly distributed to each process to 

ensure load balancing. 

The idea of parallelization in this paper is: 

(i) Matrix A  is a large complex sparse matrix, whose

most elements are zero, and only nonzero elements

affect the calculation results. Thus, the total number of

nonzero elements totN  is counted first.

(ii) To guarantee the load balancing of each process, it is

necessary to ensure that the number of nonzero

elements allocated to each process is basically the same.

x b⋅ =A
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Therefore, the number of nonzero elements that should 

be allocated to each process is about /totAver N n= ,

where n  stands for the number of processes. 

(iii) Following the principle of allocation by row, start to

allocate nonzero elements to n  processes. Because the

number of nonzero elements in each row of the

coefficient matrix is not equal, on the premise of

ensuring that the number of nonzero elements contained

in each process is greater than or equal to verA , the 

number of matrix rows allocated to each process may be 

inconsistent, but it must be ensured that the nonzero 

elements in each process are all nonzero elements of a 

row or several rows in the coefficient matrix. 

The specific allocation steps are given below. 

a) Traverse all nonzero elements totN  and count the 

number of nonzero elements in each row. 

b) An auxiliary array is allocated to store the start position

and end position of nonzero elements in each row.

c) Start assigning rows to each process until the number

of nonzero elements in the process is greater than or

equal to verA . 

d) Count the remaining rows of the matrix and assign

them to a subprocess other than the main process.

e) Count the start and end positions of the matrix rows

allocated by each process.

(iv) The above processes need to be allocated only once

before the iteration, but the intermediate vectors nr , np

and nx used by each process need to be assigned to each 

process during the iteration. Because the intermediate 

vectors are allocated during the iteration, the 

communication time is long. In addition, intermediate 

vectors need to be fully allocated to each process, so the 

computer memory consumption will increase with the 

increase of the number of processes. Therefore, the 

shared memory technology of MPI is introduced in this 

paper to optimize the allocation of intermediate vectors. 

In our work, the intermediate vectors needed by each 

process are stored in the shared memory, this shared 

memory technology eliminates the requirement for the 

main process to send intermediate vectors to each 

subprocess, which not only reduces the memory 

occupation, but also reduces the communication time 

between processes. Figure 2 shows the storage location 

of intermediate vectors in memory. 

Figure 2. The intermediate vector is stored in the shared memory area. 

Figure 3. MPI based conjugate gradient iterative parallel algorithm. 
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(v) After the assignment is completed, each process

obtains the corresponding local solution according to

the process of complex conjugate gradient method, and

the final solution nx  can be obtained by gathering the 

local solution to the main process. 

The flow chart of the parallel algorithm of conjugate 

gradient iterative based MPI is shown in Figure 3. 

4. Numerical Results

4.1. Bistatic RCS of PEC Sphere 

The geometric diagram and grid discretization of the PEC 

sphere are shown in Figure 4, with a radius 1.0mr = , the

frequency of the plane wave is 0.3GHzf = and its

wavelength is 1.0mc fλ = = . The plane wave is incident

along the z-direction, and the electric field is in the xoy plane, 

i.e. the pitch angle is 0θ = � , the azimuth angle is 0ϕ = �

,

and the polarization angle is 0α = � . The discrete grid size is

taken as / 20 0.05mx y z λ∆ = ∆ = ∆ = = . In all directions, the

target boundary is extrapolated to the truncated boundary by 

10 grids. Finally, the whole calculation area is 

( 30 : 30 , 30 : 30 , 30 : 30x x y y z z− ∆ ∆ − ∆ ∆ − ∆ ∆ ). The dimension

of the coefficient matrix is 703452, and there are 

494844716304 elements in total, including 8928744 

non-zero elements, accounting for 0.0018% of the total 

matrix elements. The calculation results of FDFD serial 

algorithm, parallel scheme and commercial software are 

shown in Figure 5. It is obvious that the calculation results of 

FDFD parallel scheme are in good agreement with FDFD 

serial algorithm and commercial software HFSS, which 

proves the correctness and feasibility of FDFD algorithm and 

parallel scheme. Table 1 shows the calculation time and 

computer memory occupied by FDFD parallel algorithm in 

solving PEC sphere when the number of processes is 

different. From Table 1, it is clear that the parallel efficiency 

of FDFD first increases and then decreases as the increase of 

the number of processes. This is because the calculation 

scale of this example is small, and the communication time 

between processes increases with the number of processes 

increases, which reduces the calculation efficiency. In 

addition, because the number of processes will also affect the 

number of conjugate gradient iterations, the parallel 

efficiency in Table 1 may be greater than 100%. In the case 

of same convergence accuracy, the number of iterations of 

serial algorithm and parallel algorithm is different. 

Figure 4. The model of the PEC sphere model.. 

Figure 5. The bistatic RCS of PEC sphere. 

Figure 6. Von warhead model. 

Table 1. Performance comparison of PEC sphere in different number of processes. 

Number of processes 1 (serial) 2 4 8 12 16 24 

Memory/MB 182 316 341 391 430 491 590 

Time/s 1181 600 265 123 101 90 81 

Speed up 1 1.96 4.45 9.6 11.69 13.1 14.6 

Parallel efficiency /% - 98 111 120 97 82 61 
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4.2. Bistatic RCS of Composite Von Warhead 

The composite Von warhead is composed of inner and outer 

layers, the inner layer is PEC structure, and the outer layer is 

coated with absorbing materials to reduce its RCS. The 

geometric diagram and grid discretization of the composite 

warhead are shown in Figure 6. Its dimensions are R1 = 0.1m, 

R2 = 0.15m, L1 = 0.4m, L1 = 0.4m, L2 = 0.6m. The frequency 

of the incident wave is f = 3GHz, and the plane wave is 

incident along the z-direction, that is, the incident angle are θ = 

0°, φ = 0°, and α = 0°. The medium parameters of the outer 

coating are ( )2.0 0.5r jε = − , ( )1.24 0.2r jµ = − . The grid 

size is ∆x = ∆y = ∆z = λ/20 = 5mm, the serial FDFD and 

parallel FDFD methods are adopted to calculate the bistatic 

RCS of the warhead, and the calculation results are shown in 

Figure 7. It can be seen that the calculation results of the two 

methods agree with well. Table 2 shows the results of time 

consumption and memory occupation of parallel methods 

with different process numbers. In this example, the parallel 

efficiency can reach 93% when the number of processes is 

24n = .

Figure 7. Bistatic RCS of Von warhead. 

Table 2. Performance comparison of Von warhead model in different number of processes. 

Number of processes 1 (serial) 2 4 8 12 16 24 

Memory/MB 1233 2077 2104 2157 2204 2243 2347 

Time/s 5867 2763 1428 600 376 330 263 

Speed up 1.0 2.12 4.11 9.78 15.6 17.8 22.3 

Parallel efficiency /% - 106 103 122 125 111 93 

4.3. Bistatic RCS of an Automobile 

The geometric diagram and grid discretization of the 

automobile are shown in Figure 8. The length of automobile is 

4.2ml = , the width is 1.5mw =  and the height is 1.2mh = .

The incident frequency in the case of lightning is 100MHzf =
and the plane wave is incident from the automobile head

direction, i.e. along the y-direction. The incident angle are

0θ = �

, 0ϕ = �

and the polarization angle is 0α = �

and 45α = �

.

Due to the complexity of automobile components, it is difficult

to obtain the dielectric parameters of each component. In this

example, the automobile components are mainly divided into

three parts: automobile frame, tire and window glass. The

material of automobile frame is regarded as PEC. The tire is

mainly composed of rubber, and its corresponding dielectric

parameters are 1.0rµ =  and 5.5rε = , The window glass is 

made of glass, and its dielectric parameters are 1.0rµ = and

3.0rε = . In order to describe the fine structures of the 

automobile, the grid size is /100 0.03mx y z λ∆ = ∆ = ∆ = = .

The target boundary is extrapolated to the truncated boundary 

by 30 grids, and the whole calculation area is ( 100 :100x x− ∆ ∆ ,

55 : 55y y− ∆ ∆ , 50 : 50z z− ∆ ∆ ). The serial FDFD and parallel

FDFD methods are employed to calculate the bistatic RCS of

the automobile with polarization angle of 0α = �

 and 45α = �

.

The simulation results of the two polarization cases are shown 

in Figure 9 and Figure 10, respectively. It can be seen that the 

consistency between the parallel FDFD and the serial FDFD 

algorithms. 

(a) Geometry of the automobile model

(b) Grid discretization of the automobile model

Figure 8. The automobile model. 

Table 3. Performance comparison of the automobile model in different number of processes. 

Number of processes 1 (serial) 2 4 8 12 16 24 

Memory/MB 3645 6150 6171 6230 6277 6329 6424 

Time/s 20890 10351 4246 2311 1488 1190 927 

Speed up 1.0 2.01 4.92 9.04 14.0 17.6 22.5 

Parallel efficiency /% - 100 123 113 117 110 94 
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Figure 9. Bistatic RCS of the automobile at polarization angle 0α = � . 

Figure 10. Bistatic RCS of the automobile at polarization angle 45α = � . 

Table 3 shows the time and memory consumed by the 

parallel FDFD algorithm when the number of processes is 

different. It can be seen that the parallel efficiency can reach 

94% when the number of processes is 24n = .

5. Conclusions

Aiming at the problem that the computational efficiency of

FDFD method is low and difficult to solve electrically large 

targets, MPI is used to parallelize the FDFD algorithm, and the 

shared memory mechanism of MPI is introduced to store the 

intermediate vector, which reduces the computational 

resources and improves the computational efficiency of FDFD 

algorithm. Numerical results show that compared with the 

serial algorithm, the parallel algorithm occupies about two 

times as much memory as the serial algorithm, but its speedup 

ratio in 24 processes can reach 22.5, and the parallel efficiency 

can reach 94%. The parallel scheme greatly improves the 

computation efficiency and application scope of FDFD 

algorithm, and provides a certain reference value for further 

improving the computation performance of FDFD algorithm. 

In this paper, we only calculate the scattering problem of the 

target by FDFD method. In future work, the coupling effect of 

the HEMP E3 pulse and the rail, the propagation of low 

frequency electromagnetic wave in the ground-ionospheric 

waveguide will be studied. 
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Abstract: The paper considers the problem of calculating the resistance between nodes of infinite grid resistor systems with 

square and triangular cells. There has long been a question about the resistance between the nearest nodes of an infinite grid of 

resistances with square cells with the same resistance r. Here, earlier, by the method of symmetry and superposition, a result was 

obtained r/2 that is striking in its simplicity. However, this result is only approximate, although many physicists consider this 

result to be accurate. New examples are presented proving what the results obtained earlier by the superposition and symmetry 

method is only approximate. The result r/2 gives only the lower limit of the correct resistance value. In our work, the correctness 

of using the equivalent resistance method to calculate the resistance between nearest nodes of infinite grid systems is proved. 

Using this method, for the resistance between the nearest nodes of an infinite grid of resistances with square cells, a result is 

obtained about 0.5216 r that only slightly differs from r/2. The results differ from the previously obtained values by about 10%. 

The resistance between the diagonal points of an infinite grid of identical resistors r with square cells is calculated. For the value 

of this resistance, a value founded about 0.7071 r that differs from the value 2r/π obtained previously by the superposition and 

symmetry method. 

Keywords: Calculation of Resistance, Infinite Two-Dimensional Grid of Resistances, Equivalent Resistance Method 

1. Introduction

The calculation of the resistance of complex resistor

compounds has always attracted the attention of physicists. 

Many different original methods for calculating endless 

circuits of resistance have been developed [1–7]. The tasks of 

finding the resistance of infinite grid systems also been 

included in Irodov’s book [8] and were considered in our 

works [9, 10]. The problems of calculating the resistances of 

infinite resistor grids, using graphene [11, 12] and thin films 

[12] in connection with the development of nanotechnologies

have become especially urgent.

Let us dwell in more detail on one problem reviewed in the 

works [2–8]. «There is a boundless wire grid with square 

cells (Figure 1). The resistance of each conductor between 

neighboring grid nodes is r. Find the resistance ABR  of this 

grid between two adjacent grids modes A and B». 

This task first appeared in Irodov’s problem book of 1979 

yeas, where the method of « symmetry & superposition » 

was applied and the result was obtained: 

2
AB

r
R = .  (1) 

The same result (1) was also obtained in the works [2–4]. 

This opinion was especially strengthened in connection with 

work [4], as well as in works [14–16]. In this work, complex 

mathematics made it possible to obtain a general formula for 

the resistance between any points of the grid. However, here 

results is also based on the method the «symmetry & 

superposition», therefore, for the resistance between the 

nearest point of grid, this formula gives the same result r / 2. 

Many physicists consider this result to be accurate. Now 

this is a general misconception, which is very difficult to 

overcome. Of course, the result / 2r  for resistances 

fascinates with its simplicity, but it is only approximate. 

Moreover, it gives only a lower bound for estimating the 

magnitude of the resistance. 

In Figure 2 shows three cases of connecting voltage to the 

points of the grid. In case a) the voltage / 2U+  is supplied only

to point A, and in case b) the voltage / 2U−  is supplied only to
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point B. In these cases, the current distribution is symmetrical 

and they differ only in the direction of the currents. In this case, 

points with a potential equal to zero are at infinity. 

Figure 1. Infinite wire grid with square cells. 

Figure 2. a) The potential / 2+U  only at point A (zero at infinity); b) The 

potential / 2−U  only at point B (zero at infinity); c) The potential / 2+U

at point A and the potential / 2−U  at point B. 

In case c) voltage / 2U+  is supplied to point A, and

voltage / 2U−  to point B. Here A and B are the nearest

points of the grid, between which the resistance r  is located. 

Current i i′ ≠  approaches point A, and the same current i′
emerges from point B. The current distribution at points A 

and B is shown, which corresponds to the symmetry of the 

problem. Now a line with a potential equal to zero passes in 

the middle between points A and B. A current ABi  flows 

from A to B. Then according to Ohm's law: 

AB ABU i R i r′= = .  (2) 

Here ABR  is the desired grid resistance between the points 

A and B. If we make two assumptions that i i′ =  and

/ 2ABi i= , then from formula (2) we get result (1):
2

AB

r
R = .

In this case, if / 2ABi i= , 1 1 1 / 4u di i i i= = = , then according

to the Kirchhoff rule: 2 0i = .

Symmetry in case c) has changed. So the distribution of 

currents at points A and B has changed. Note that a line with a 

potential equal to zero runs in the middle between the points A 

and B and goes to infinity. Since the potential difference 

between points A and B and infinity is not equal to zero, the 

currents 2 0i ≠  and / 2ABi i′> . These three factors indicate

that the result / 2ABR r=  is an approximation, more precisely 

even / 2ABR r> . In our work [6] we used the equivalent

resistance method and obtained the following result: 

( )2 2 1 2 2 1
0.521602

2 2 2 2 1
АВR r r

− + −
= ≅

+ −
,  (3) 

and the following values of the currents: 0.522ABi i′≅ ,

1 1 1 0.207u di i i i′= = ≅ , 2 0.064i i′≅ . It is easy to verify that

in this case: 

1 1 2AB u di i i i i′ = + + + .

So, here everything is in order with the Kirchhoff rule in 

the points A and B. 

But the result, which we obtained 0.522ABR r≅ , is just 

only slightly superior to the result / 2r , which confirms its 

correctness. The arguments we have presented, we think, 

prove that the result / 2r  is only approximate. 

2. Calculation of the Resistance Between

Nearest Points of the Infinite Grid

with Square Cells

We give below an alternative solution to this problem.

First, we divide the entire plane into two identical half-

planes, cutting the grid along a straight line passing through 

points A and B, to the left of point A and to the right of B. For 

this, each of the resistances r, lying to the left of point А and 

to the right of В, is replaced by two parallel-connected 

resistance of 2r  each. We obtain the following picture, 

shown in Figure 3. In Figure 4 shows an equivalent scheme 

of a cut mesh, where the resistance of the half-planes 

obtained as a result of cutting is denoted by R: 

Figure 3. Infinite wire grid, divided into two half-planes. 
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Figure 4. Equivalent scheme of unlimited wire mesh. 

Then the resistance between adjacent nodes A and B of an 

infinite two-dimensional grid with square cells is equal to: 

2
АВ

r R
R

r R
=

+
.  (4) 

To do this, we similarly cut the grid along a straight line 

passing through points C and D. The resulting picture is 

shown in Figure 5, where you can see two infinite half-planes 

with resistance R, located below points A, B and above points 

C, D, and also two identical infinite chains going to the left 

of points A and C and to the right of points B and D. We 

denote the resistance of such an infinite chain by r*. Then, 

comparing the schemes in Figure 4, we can draw up the 

equivalent circuit depicted in Figure 5. 

Figure 5. Infinite wire mesh, cut along two straight lines. 

Using the equivalent circuit in Figure 6, we write the 

equation for determining the resistance of the half-plane R: 

2 *
r R

R r
r R

= +
+

.  (5) 

Solving this quadratic equation with respect to R, we find 

2* * 2 *R r r r r= + + .  (6) 

The resistance of an infinite periodic chain r* is found by 

the standard method, solving equation 

( )4 *
*

5 *

r r r
r

r r

+
=

+
.  (7) 

Location 

( )* 2 2 1r r= − .  (8) 

Substituting (8) into (6), we obtain 

( )2 2 2 2 2 1R r= − + + − .  (9) 

Substitution of this value of R into (4) leads to the final 

result: 

2 2 2 2 2 1
0.52160212

2 2 2 2 1
АВR r r

− + + −
= ≅

+ −
. (10) 

This result, although not very strong, is still different from 

the result of 0.5 r obtained in the approximation of the 

principles of symmetry and superposition. In this connection 

it is interesting to look at the distribution of currents at point 

A. If current i′  approaches the point A, then it will be

distributed as follows: according to the resistance going up

and down from point A, the same currents will go

1 1 1 0, 207u di i i i′= = ≅ , according to the resistance between

nodes A and B, there will be a current 0,522ABi i′≅ , and in

the opposite direction there will be a current 2 0,064i i′≅ .

It's a pity, the beauty is gone, the symmetry has 

disappeared, and everything has become very prosaic. Well, 

in life it often happens that beauty deceives us and then it is 

difficult to get rid of beautiful illusions. 

Figure 6. An equivalent circuit for the resistance of the half-plane R in the 

case of a square grid. 

3. Calculation of the Resistance Between

the Diagonal Points of the Infinite

Grid with Square Cells

Here we give a solution to the problem of an infinite grid

with square cells by the same resistances r, as shown in 

Figure 7. Suppose it is necessary to find the resistance RAC of 

the lattice between the two points A and C. The solution of 

the problem by the method of superposition & symmetry in 

[4] leads to the following result:

2
0.636620AC

r
R r

π
= ≅ .  (11) 

Figure 3 shows a part of the grid, and the dashed lines 

show the directions along which it is necessary to make cuts. 

First, we cut along the rays issuing from the nodes A and C, 

thus breaking the entire grid into two half-planes with the 

same resistances R. As a result, we obtain for the resistance 

formula: 
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2
AC

R
R = .  (12) 

Now you need to find the half-plane resistance R. To do 

this, we draw a second section from the points 1A  and 1C , as 

shown in Figure 7. To determine R, we construct the 

following equivalent circuit shown in Figure 8. 

Figure 7. Infinite grid with square cells and cutting line directions. 

Figure 8. Equivalent circuit for calculation of the half-plane resistance R . 

In Figure 4 shows a dashed vertical line passing through 

the point D  and dividing the circuit into two symmetrical 

parts. Connecting the point D  with the middle of the 

resistance R , we calculate the resistance of the resulting 

compound. First, find the resistance of the parallel 

connection 
2

R
 and r  get: 

2

2

2

R
r

R r
r

R R r
r

′ = =
++

.  (13) 

Then, connecting in series r′  with 2r , we find:

2
3 4

2
2 2

R r R r r
r r

R r R r

+′′ = + =
+ +

.  (14) 

Now we make up the equation to determine the half-plane 

resistance R: 

2

R r r

r r

′′
=

′′ +
.  (15) 

Substituting (14) into (15), we obtain: 

2 3

2

3 4

2 4 6

R Rr r

Rr r

+=
+

.  (16) 

Here will we find 

2R r= .  (17) 

Substituting (17) into (12), we obtain the desired resistance 

between the diagonal points: 

0.707107
2 2

AC

R r
R r= = ≅ .  (18) 

It is easy to verify that the difference with the result (11) 

obtained by the method of «superposition & symmetry» is 

10%. 

4. Calculation of the Resistance Between

Points of the Infinite Grid with

Triangles Cells

Here we also give a solution to the problem of an infinite

net by the same resistances r forming regular triangles, as 

shown in Figure 9. Suppose it is necessary to find the 

resistance RAB of the lattice between the two nearest nodes A 

and B. Using for the solution of the problem the principles of 

symmetry and superposition, by analogy with a square grid, 

it is easy to obtain the following simple result of 3АВR r= ,

which is also only approximate. 

In Figure 6 shows the part of the grid and the bold lines 

show the directions along which it is necessary to make cuts 

in order to break it into the same half-planes and endless 

chains. First, we cut along the rays issuing from the nodes A 

and B, thus breaking the entire grid into two half-planes with 

the same resistances R. As a result, just as in the case of a 

rectangular grid, we obtain the equivalent circuit shown in 

Figure 9, and formula (4) for the resistance of an infinite 

grid. 

Figure 9. Infinite grid of regular triangles. 

On Figure 9 each side of the triangle has a resistance r. 

The thick lines indicate the directions of the sections. To 
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determine the resistance of the half-plane R, we cut once 

more the lattice along the rays emanating from the nodes C 

and D. We obtain the equivalent circuit shown in Figure 10 

and, respectively, equation (19): 

Figure 10. An equivalent circuit for the resistance of the half-plane R in the 

case of a triangular grid. 

*

*

*

R r
r r

R r
r R

R r
r r

R r

 + +  + =
+ +

+

.  (19) 

After simple transformations, we obtain the following 

quadratic equation for the determination of R: 

2 * * 0R r R r r− − = .  (20) 

Location 

2* * 4 *

2

r r r r
R

+ +
= .  (21) 

Here, the resistance of the infinite chain r* is found from 

the equivalent circuit shown in Figure 11, which leads to the 

equation (21). 

Figure 11. Equivalent circuit for calculation of resistance r*. 

Infinite chain in the case of a triangular grid: 

( * 2 )
2

* 3
*

* 2
3

* 3

r r r
r

r r
r

r r

r r

+ +
+ =
+ +
+

.  (22) 

Solving this equation, we find 

( )* 3 1r r= − .  (23) 

Substituting this value of r* into formula (10), we obtain 

for R the expression: 

3 2 3 1

2
R r

+ −
= .  (24) 

Substitution of this expression in (4) leads to the final 

result: 

3 2 3 1
0.39331989

3 3 2 3
АВR r r

+ −
= ≅

+ +
.  (25) 

Thus, in this paper we develop a method for calculating 

infinite networks of resistances, which makes it possible to 

find the exact resistance between the nearest nodes of such 

networks. It is shown that the method «symmetry & 

superposition» used in [2-5], based on the principles of 

superposition and symmetry, gives only an approximate 

underestimated result for this resistance. And for a grid with 

square cells, the difference of results does not exceed 5%, and 

for a network with triangular elements it approaches 20%. 

5. Conclusion

Thus, in work [6] and this article we have developed a

method for calculating infinite resistance grids, which allows 

us to find the exact resistance between the nodes of such 

grids. It is shown that the calculation method used in [2–5], 

based on the principles of symmetry & superposition gives 

only an approximate underestimated result for this resistance. 

As we have shown in our works for the grid with square 

cells, the difference in results does not exceed 10%, and for 

the grid with triangular elements it approaches 15%. 

The method of calculating the resistances of the infinite 

grids, which uses the principles of symmetry & 

superposition, is quite good, and its simplicity makes it very 

attractive for an approximate evaluation of the resistances of 

various infinite configurations of resistances. So, for 

example, for resistance АВR  between two nearest points of an 

infinite grid with hexagonal cells (a configuration of 

graphene) we get value 2 3АВR r= , and for resistance АВR

between two nearest points of an infinite 3D grid with cubic 

cells get value 3АВR r= .
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Abstract: A programmable logic controller is a digitally operated system used in an industrial environment that uses a 

programmable memory to implement specific functions to control through digital or analogue inputs and outputs of various 

types of machines. This report used a typical application for PLC's lighting control in a building for an office environment. 

The proposed design must define an appropriate office with various areas or rooms needing lighting with multiple control 

signals, the lighting controlled by a Siemens LOGO PLC (type 6ED1 052-1MD00-0BA5). The design has four relay outputs 

and eight digital inputs configured as analogue inputs. The scheme designed must be unique to meet the minimum 

requirements, including a provision for emergency evacuation if the radiation levels exceed a critical threshold. The system 

must use both analogue inputs but used for different purposes, and the analogue input level ranges must be significantly 

different. The relay logic has controlled by rules derived from an original relay logic using an embedded computer system. 

It optimises the control tasks to perform rugged designs to withstand vibrations, temperature, humidity, and electrical noise 

designs that allow a vast expansion. This circuit will be developed and simulated using the LOGO comfort software and 

then implemented on the PLC hardware. It includes diagrams and a description that clearly describes how the system should 

operate. 

Keywords: Automated Lighting System, PLC Hardware, LOGO Comfort Software 

1. Introduction

A programmable logic controller is a digitally operating

system designed for use in an industrial environment that 

uses a programmable memory for internal storage of user-

orientated instruction for implementing specific functions. 

Its widely used in various aspects such as logic, sequencing, 

timing, counting and arithmetic to control through digital or 

analogue inputs and outputs. Control systems based on 

relay logic and PLC's have limited knowledge of 

programming controlled by a series of rules derived from 

the original relay logic [1]. System optimised for control 

tasks and rugged design to withstand vibrations, 

temperature, humidity and electrical noise and available in 

a range of sizes and capabilities, modular design allows 

expansion. The Siemens Logo PLC performs a devised 

access control system for securing the laboratories. 

Typically, the PLC device has four relay outputs and eight 

digital inputs. Two of the inputs have functioned as 

analogue [2]. The system contains one analogue 

information with an external amplifier to obtain the 

maximum possible resolution of input of 0-1V DC. The 

block diagram clearly explains the outlook of this project. 

The system inputs are directly assigned to the reactor room 

and provided with output terminals. Whenever the switch 

was in on condition, the corresponding door would 

automatically open. The reactor room performs like when 

the threshold triggers radiation level exceeds the gates are 

open automatically. In this paper, the design was developed 

and implemented according to the blocks requirement [3]. 

Figure 1. Block Diagram. 
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LOGO! Soft Comfort Software Features: 

1) Method to delete user program and password from

LOGO!

2) Additional Languages, resolution, and backlight

function for the LOGO! Display.

3) It can perform online tests of LAD circuit programs.

4) Display of PI controller analogue output values in a

trend view during simulation or online test.

5) Modem communication between a PC and LOGO!

6) USB cable communication between a PC and LOGO!

7) New memory card, battery card for LOGO! Basic

Module.

2. Problem Analysis

In this Problem Analysis, The first step was to select the

blocks for the circuit diagram by clicking on the icon group 

that contains the required blocks. According to this concept, 

some function blocks are analysed and discussed below, 

essential for this circuit diagram. Input blocks represent the 

input terminals of LOGO! It can be assigned an input block 

with a new input terminal. The LOGO! Versions Output 

blocks represent the output terminals of LOGO! It can be 

given an output block to a new terminal, provided not yet 

utilised in the circuit. The output block always carries the 

signal of the previous program cycle, and this value does not 

change within the current program cycle. AND Function tool 

was selected if a standard boolean logic block was placed on 

the programming interface [4]. The output of an AND 

function was only one if all inputs are 1 when they are 

closed. OR function was used when the output of an OR was 

1 if at least one input was 1 (closed). Internal relays only 

exist in the internal memory of the PLC, and they are not 

associated with any real I/O. Timers are treated as 

configurable output devices with various available delays ON 

and delay OFF. The output of the timer appears as a switch 

elsewhere in the ladder diagram [5]. 

Figure 2. Function Blocks. 

On delay, the output will not switch ON until the configured 

delay time has expired. The time Ta was triggered with the 0 to 

1 transition at input Trigger. If the status at input stays one, at 

least for the configured time T, the output is set to 1 when this 

time has expired. The time reset if the status at input trigger 

changes to 0 again before T has passed. The output was reset to 

0 when the input trigger was 0, and the threshold trigger will 

be switched ON and OFF depending on two configurable 

frequencies, and it measures the signals at the input frequency. 

It will capture the signal pulses during the configurable period 

of G_T. Q was set or reset according to the set threshold. An 

analogue signal is a physical quantity that can adopt 

continuous intermediate values within a given range. The 

opposite of analogue was digital analogue amplifier amplifies 

an analogue input value and returns it at the analogue output. 

The function reads the value of an analogue signal at the 

analogue input Ax. The value multiplied by the gain parameter 

A. Analog Comparator output was set and reset depending on

Ax-Ay difference and on two configurable thresholds [6]. The

function reads the value of the signal of the analogue input Ax.

The value multiplies the value of parameter A (gain) and

connects the product with Parameter B (offset). Output Q was

reset or set depending on Axe-Ay's actual values and the set

threshold [7].

3. Problem Solution

Figure 3. Diagram of Nuclear Control Room Access. 

The above diagram explains the access in a nuclear reactor 

room. Whenever the switch is selected, the corresponding 

door will open automatically. The room was designed like 

whenever the threshold trigger radiation level exceeds the 

exit gats will open automatically. Developed the design using 

Logo comfort software and implemented it according to the 

blocks analysed in the problem analysis. 

4. Problem Implementation

The functional block designing a control system for the

final test stage of a surface-mounted PCB, and a delay of 2 

seconds was allowed for the needle probes to contact the 

circuit and for the voltages of the PCB to stabilise. A test is 

initiated by a low to high output from the PLC. The PLC then 

checks the following results from the PCB (inputs to the 

PLC). Pin '1' of the PCB should give logic 1 and pin '2' logic 

0. After 5 seconds, the analogue voltage on pin' 3'should is

more significant than 4V. The PLC should then report a pass

or fail (PLC output to go high for access). Noted the results

of the system and described its operation. The blocks are

placed in a functional block diagram and connected

according to the ON delay input timer. It was connected to

the OR gate with a message display and finally connected to

the output.
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Figure 4. Modified Blocks in FBD. 

The ladder design is simple relay wiring connections. 

Generally, vertical lines represent the power flow from left 

to right across a vertical rung. Each rung defines one 

operation in the control process. The ladder is read from left 

to right and top to bottom. When the rung has reached the 

endpoint, that control process starts again from the top. 

Each rung must begin with at least one input and end with 

one output [8]. 

Figure 5. Connecting Blocks in LAD. 
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5. Results

The circuit was designed and analysed in the results section, and the functional block diagram and ladder logic diagram were

performed and got the results. 

Figure 6. Final Design of FBD. 

Figure 7. All Gates are open when the radiation level exceeds FBD. 
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Figure 8. All Gates are open when the radiation level exceeds in LAD. 

The diagram shows the PLC hardware, and the software 

was developed and implemented with the help of PLC. The 

output was obtained and produced in the below diagram. 

Figure 9. All gates were open when the radiation levels exceeded. 

Table 1. Tabular Colum of OR Gate. 

OR Gate: 

I/P 1 I/P 2 I/P 3 I/P 4 O/P 

0 0 0 0 0 

0 0 0 1 1 

0 0 1 0 1 

0 0 1 1 1 

I/P 1 I/P 2 I/P 3 I/P 4 O/P 

0 1 0 0 1 

0 1 0 1 1 

0 1 1 0 1 

0 1 1 1 1 

1 0 0 0 1 

1 0 0 1 1 

1 0 1 0 1 

1 0 1 1 1 

1 1 0 0 1 

1 1 0 1 1 

1 1 1 0 1 

1 1 1 1 1 

Table 2. Tabular Colum of AND Gate. 

AND Gate: 

I/P 1 I/P 2 I/P 3 I/P 4 O/P 

0 0 0 0 0 

0 0 0 1 0 

0 0 1 0 0 

0 0 1 1 0 

0 1 0 0 0 

0 1 0 1 0 

0 1 1 0 0 

0 1 1 1 0 

1 0 0 0 0 

1 0 0 1 0 

1 0 1 0 0 

1 0 1 1 0 

1 1 0 0 0 

1 1 0 1 0 

1 1 1 0 0 

1 1 1 1 1 
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Figure 10. All Gates are open when the radiation level exceeds FBD. 

Figure 11. All Gates are open when the radiation level exceeds in LAD. 
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Figure 12. All Gates are open when the radiation level exceeds PLC. 

6. Discussion of Results

The functional block diagram (FBD) graphical

representation is used in functional blocks and consists of 

input contacts and output contacts, while the ladder diagram 

(LD) represents mainly relay logic operations. The network 

topologies of star and ring topologies utilised to design the 

system and timers are configurable output devices, a wide 

variety of delay-on and delay-off implemented [9]. The 

output of the timer appears as a switch elsewhere in the 

ladder diagram, and internal relays only exist in the internal 

memory of PLC. The proposed sensors will provide PLC 

inputs implemented on sensors and two different functions at 

different voltages. The communication path of PLC allows 

remote monitoring and control of intersystem 

communication. This section successfully achieved and 

discussed the results of functional block diagram (FBD) and 

ladder diagrams (LAD) outputs, along with PLC hardware 

results [10]. Expand the features of devices input and output, 

and analyses the internal architecture and various ladder 

programs and functional blocks. Programming the internal 

relays, timers, counter and fault diagnosis, and critically 

reflecting the design configuration of the circuits specific 

requirements of the system to interface into programmable 

devices and expand the synergy generated [11].  

7. Conclusion

The system develops based on the hypothetical

requirements for a lighting scheme for a building to have a 

floor plan showing where the lighting is automatic 

controlled. The Siemens PLC has a controller and sensors 

that manage the lighting. The design was developed for an 

access control system for a secure nuclear laboratory control 

and configuring the parameters like emergency evacuation 

and monitoring the temperature levels successfully with '3' 

relay outputs, and '2' analogue and '3' digital inputs with 

using of '1' timer and '1' counter. The circuit was developed 

using LOGO comfort software and implemented in PLC 

Hardware, and the produced results were accurate. All the 

contents like PLC hardware and LOGO comfort software 

were studied and implemented according to the procedure 

and observed the many new things while configuring the 

hardware. 
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A B S T R A C T

We propose an approach to control of polarization of propagating light in a waveguide geometry. We suggest
using a three‐waveguide coupler etched in a planar semiconductor microcavity with embedded quantum wells.
The structure allows converting a linear polarization of polaritons, photons hybridized with quantum well exci-
tons, excited by a resonant optical pump, to circular polarization, herewith opposite circularly‐polarized com-
ponents are spaced apart from each other in different waveguides. The mutual effect of the evanescent coupling
of waveguides and the TE‐TM splitting of guided modes are in the basis of the predicted effect.
1. Introduction

Specially designed semiconductor heterostructures, optical micro-
cavities with embedded quantum wells (QWs), support a specific
regime of resonant interaction of light and matter, which is referred
to as the strong coupling regime (Kavokin et al., 2017). New light‐
matter eigenstates known as exciton polaritons appear as a result of
hybridization of cavity photon modes with excitons in QWs. Polaritons
possess a spin degree of freedom linked to polarization of contributing
photons. Recent achievements in the structure growth allow to high-
light and enhance advantages of polaritons inherited from their com-
ponents, including mobility of photons and controllability of
excitons. In particular, in high‐quality microcavities, polaritons pos-
sess lifetime of hundreds of picoseconds and are allowed to propagate
in the cavity plane by distances of several millimeters (Steger et al.,
2015; Myers et al., 2018).

Polariton structures form the basis of new optoelectronic devices
including emitters of coherent light, interferometers, switches, etc.
Particular attention is paid to the control of polarization of light
(Liew et al., 2011). Our current study was inspired by the recent
elegant work of Beierlein et al., 2021 devoted to a novel class of
polariton devices for routing of polaritons. The devices represent
etched in a microcavity polariton waveguides, waveguide clusters
and circuits for directing and transforming polariton signals. In
the paper, the authors report on the two‐waveguide polariton cou-
pler that enables controllable switching of the polariton flow
between two exit ports. However, the polariton field is considered
scalar, so the polarization effects are left beyond the scope of con-
sideration. Polarization dynamics of polaritons and propagation of
polarization domain walls in a single waveguide was performed in
(Sich et al., 2018).

In this work, we expand the study of polariton polarization behav-
ior on a three‐waveguide coupler structure. We demonstrate theoreti-
cally a special case of such behavior when exciton polaritons injected
by a resonant optical pump of linear polarization, when tunneling into
adjacent waveguides, switch their polarization to circular. Herewith
opposite circularly‐polarized components are spaced apart in different
waveguides. Thus the structure operates opposite to the polarization
rectifier intended to converts circular polarization to linear (Sedov
et al., 2019; Sedov et al., 2021).
2. Model

The considered structure is schematically shown in Fig. 1. It repre-
sents three polariton waveguides, which in a certain area pass in close
proximity to each other. The waveguides are etched in a semiconduc-
tor microcavity with embedded QWs. The technique of partial etching
of Bragg mirrors (Beierlein et al., 2021) enables photon coupling of the
waveguides. Polaritons are excited by a resonant CW pump beam in
the central waveguide.

To reveal polarization dynamics of polaritons, we solve numeri-
cally the generalized Pauli equation for the spinor
jΨi ¼ Ψþ r; tð Þ;Ψ� r; tð Þ½ �T with Ψ� r; tð Þ being the wave functions of
the right‐ and left‐circularly polarized polariton components:

http://crossmark.crossref.org/dialog/?doi=10.1016/j.rio.2021.100105&domain=pdf


Fig. 1. Schematic of the polariton three-waveguide coupler with the excitation beam.
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i�h@t jΨi ¼ bK þ Θ̂þ U r; tð Þ � �h ωp þ iγ
� �h i

þ jFi; ð1Þ

where bK ¼ �h2r2=2m� is the kinetic energy operator, m� is the effective
mass of polaritons taken as 10�34 kg. The operator Θ̂ ¼ Δ=2ð Þ

@2
xx � @2

yy

� �
σ̂z þ 2 @2

xy

� �
σ̂y

h i
is responsible for the splitting of TE‐ and

TM‐polarized polariton modes, Δ is the splitting constant taken as
300μeVμm2. The effective potential U r; tð Þ ¼ V rð Þ þ α=2ð Þ
Nþ tð Þ σ̂0 þ σ̂zð Þ þ N� tð Þ σ̂0 � σ̂zð Þ½ � includes the stationary potential
V rð Þgoverned by the geometry of the waveguide coupler. Following
Beierlein et al., 2021, we take it complex, V rð Þ ¼ VR rð Þ � iV I rð Þ of
the following shape: Vj rð Þ / 1� exp � x=wj

� �sj� �
, where j ¼ R; I, and

for simulations we take wR ¼ 4μm; sR ¼ 8 and wI ¼ 5μm; sI ¼ 16. The
second term in the effective potential describes spin‐selective interac-
tion of polaritons, α is the interaction constant taken 3μeVμm2. N� tð Þ
are the occupations of the circularly polarized polariton states, σ̂0;x;y;z
are the Pauli matrices, γ is the polariton decay rate taken as

0:005ps�1. jFi / F rð Þ exp ikpy
� �

fþ; f�
� �T is responsible for the resonant

pump which excites polaritons in the central channel propagating in y
direction with energy �hωp and quasimomentum kp. The spatial distribu-
tion F rð Þ is taken Gaussian of width wp ¼ 2μm. The rightmost parenthe-
ses describe polarization of the pump which is taken linear in the
simulations, f� ¼ 1=

ffiffiffi
2

p
.

3. Results and discussions

Fig. 2 shows the spatial distribution of the steady state density of
polaritons I rð Þ ¼ ΨyΨ as well as of the Stokes vector components
Sj rð Þ ¼ Ψyσ̂jΨ

� �
=I rð Þ (j ¼ x; y; z), that characterize linear (Sx), diago-

nal/antidiagonal (Sy) and circular (Sz) components of polarization of
the polariton state. Clear oscillations of the density of polaritons in
the waveguides are observed accompanied by redistribution of polari-
tons between the central and the peripheral waveguides. In the upper
panel in Fig. 3 we show the variation in y direction of the density of
polaritons in the central waveguide I 2ð Þ yð Þ as well as in the side waveg-
uides I 1ð Þ yð Þ þ I 3ð Þ yð Þ compared to the integral density in all waveg-
uides, where I jð Þ yð Þ ¼ R

Aj
I rð Þdx (j ¼ 1;2;3), Aj is the cross‐section

width of the jth waveguide. In the lower panel in Fig. 3 the variation
of the circular polarization component in different waveguides
�S jð Þ
z ¼ R

Aj
Ψyσ̂zΨ
� �

dx=�I jð Þ yð Þ is shown. The integral density in all waveg-

uides exponentially decreases with y due to losses in the structure.
Somewhat expected result of our simulations is that the polariton

polarization in the central waveguide remains linear (X) coinciding
with the polarization of the optical pump over the entire length of
International Conference on Recent Trend
Organised by Department of Computerscience Science En
propagation. Our supplementary simulations (not presented here) con-
firms preservation of polarization for the orthogonal (Y) linearly polar-
ized pump.

The most remarkable peculiarity of the polariton polarization dis-
tribution in the considered structure is the appearance of a strong cir-
cular polarization in the side waveguides. Circular polarization degree
experiences oscillations in y direction, herewith the oscillations in dif-
ferent waveguides are in antiphase with each other. One should men-
tion that the oscillations of both the density and polarization are not
regular and occur with different periods. This can be verified by relat-
ing the maxima of the density and the circular polarization distribu-
tion in the upper waveguide in the top and bottom panels in Fig. 2.
While the position of the third density maximum (around 145μm)
nearly coincides with one of the circular polarization, the second max-
ima (around 70μm) are shifted from each other by a distance of about
15μm. The circular polarization in the first maximum in the side
waveguides is weakly pronounced due to the proximity to the pump
spot. This mismatch is described by different mechanisms causing
oscillations of the density and polarization. In the case of the density,
we deal with the Josephson‐like oscillations emerging in waveguides
coupled via transmissive barriers (Beierlein et al., 2021). In the basis
of polarization oscillations is the optical spin Hall effect (Kavokin
et al., 2005). The latter takes place in the presence of the splitting in
TE‐ and TM‐polarized optical (polaritonic) modes and manifests itself
in the appearance of alternating domains of linear or circular polariza-
tion in the spatially distributed polariton field (Kammann et al., 2012;
Cilibrizzi et al., 2016). In the paper of Cilibrizzi et al., 2016, the forma-
tion of two‐dimensional quadruplet oscillating patterns in linear and
circular polarizations in the microcavity plane under the nonresonant
linearly polarized pump was demonstrated. Herewith, the particular
directions, which coincide with the linear polarization axes (X
and Y), remained free of oscillations. Analogously, in our case, the
injection of polaritons in the central waveguide with the optical pump
of the linear polarization parallel (Y) or orthogonal (X) to the axis of
the waveguide does not lead to emergence of oscillations and allows
polaritons confined in the central waveguide keeping their polariza-
tion inherited from the pump. This, however, does not apply to the
side waveguides which shelter polaritons that deviate from the axis
of the central waveguide. In the paper of Beierlein et al., 2021 the
redistribution of polaritons in the reciprocal space is clearly explained
in terms of the mutual influence of the ground and excited (symmetric
and antisymmetric) modes in the coupler. The confinement in the nar-
row side waveguides modifies the manifestation of the optical spin
Hall effect, which results in formation of alternating circular polariza-
tion domains in a quasi‐one‐dimensional geometry. The frequency of
oscillations of polarization is determined by the magnitude of the
s in IOT and Its Application (RTIA-18) 
gineering, AIET Bhubaneswar. 22 Nov. - 24 Nov 2018



Fig. 2. Spatial distribution of the density I rð Þ and the Stokes vector components Sx;y;z rð Þ characterizing polarization of polaritons in the steady state. The
wavenumber of the pump is kp ¼ 0:6μm�1.

Fig. 3. Variation of the density of polaritons (upper panel) and the degree of circular polarization (lower panel) in y direction in different waveguides. The
parameters are the same as in Fi.g. 2.
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TE‐TM splitting, Δk2p , which is further enhanced by confinement across
the waveguide by an amount inversely proportional to the squared
width of the later, see (Sich et al., 2018). The frequency of oscillations
can be adjusted during the experiment by changing the quasimomen-
tum kp of the pump. In the unbounded structure of a planar microcav-
ity, the polarization oscillations are accompanied by the oscillations of
the center‐of mass trajectory of a polariton wave packet in the
direction perpendicular to the propagation direction (Sedov et al.,
2018; Sedov et al., 2020; Sedova et al., 2020). However, in the pres-
ence of the waveguide confining potential these oscillations are
suppressed.

In summary, we have demonstrated theoretically the possibility of
a wide control over polarization of light propagating in novel
semiconductor waveguide circuits. The proposed structure of a
3International Conference on Recent Trend
Organised by Department of Computerscience Science En
three‐waveguide coupler enables transforming linear polarization of
exciton polaritons to circular polarization and separation of opposite
polarization components in space. This study was performed for
the case of the strong light‐matter coupling to pay tribute to the work
of Beierlein et al., 2021. Nevertheless, a similar effect is expected
to be observable in pure photonic systems, as both mechanisms of
oscillations of the density and polarization are due to the photonic
part.
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A R T I C L E  I N F O

Keywords: 
Rayleigh backscattering (RB) noise 
Orthogonal frequency division multiplexing 
(OFDM) 
Free space (FSO) communication 
Doublet lens scheme 

A B S T R A C T

A noteworthy scheme to transport dual band 10 Gbps 16 quadrature amplitude modulated orthogonal frequency 
division multiplexed signal for downlink and uplink channel over 55 km single mode fiber as well as 650-m free 
space is proposed and demonstrated. Moreover, noise tolerance against Rayleigh backscattering, that arises in 
bidirectional transmission system is enhanced as different bands of subcarrier are used for uplink and downlink 
transmission in our proposed system. Negligible power penalty (<1 dB), good bit error rate value (under FEC 
limit i.e. 3.8 × 10− 3), proper error vector magnitude (<12.35%) and signal to noise ratio (>19 dB under FEC 
limit) marks the reliability of the proposed design. We observed that dual band subcarrier modulation scheme is 
able to decrease large power penalty (~8 dB) for total transmission link. The results from our proposed network 
makes it more potent to give an alternative platform with long reach, less noise, high data rate transmission 
which is the top most thirst to the upcoming generation.   

1. Introduction

Wavelength division multiplexing passive optical networks (WDM- 
PONs) are deliberated to be most auspicious solution to attain expo-
nentially growing bandwidth demand of end users for future optical 
access technology (Choudhury, 2015; Wong, 2012; Ni et al., 2015; Das 
and Patra, 2014). WDM-PON network is also upgraded to keep up the 
transmission of high data rate including 10 Gbps bidirectional trans-
mission for both downlink and uplink (Straullu et al., 2017; Choudhury 
and Khan, 2016; Das and Patra, 2014). Wavelength reuse technique in 
WDM-PON network with the assistance of reflective semiconductor 
optical amplifier (RSOA) makes the system simpler and cost effective 
besides ensuring the matter of effective use of wavelength in bidirec-
tional system for down and uplink (Cano et al., 2010; Parolari et al., 
2014). Employment of reflective electro-absorption modulator (R-EAM), 
Fabry-Perot laser diode (FP-LD) and RSOA for uplink reuse in optical 
network unit (ONU) of the system ensues cost effectiveness and simpler 
network in structure (Lin et al., 2009; Chow et al., 2008; Girault et al., 
2008). Now a days, besides WDM technology, an another advance 
technology with higher spectral efficiency named orthogonal frequency 

division multiplexing (OFDM) are used to support very high data rate in 
PON system (Li et al., 2020; Liaw et al., 2017; Mallick et al., 2018). 
Along with the free space optics (FSO), OFDM technique offers an 
incomparable solution to the bottleneck issues of radio frequency (RF) 
communication network and becomes a tempting technology for the 
next generation wireless communication world (Mallick et al., 2020). 
The multiple subcarrier modulation technique puts forward a conflict 
against the dispersion effect as channel impulse responses are lesser than 
the time period of OFDM symbols (Tsai et al., 2015; Cvijetic, 2012; 
Kabir, 2008; Djordjevic and Vasic, 2006; Yeh et al., 2012; Acar and 
Aldırmaz-Çolak, 2021). On the other hand, FSO network becomes 
voguish in communication world owing to its tremendous advantages 
like very large bandwidth for data transmission, independency on 
electromagnetic interference, greater speed than broadband and signal 
transmission flexibility even in the urban and rural areas without 
installation complexity (Khalighi and Uysal, 2014; Chaman-Motlagh 
et al., 2010; Chaudhary et al., 2014a, 2018b, 2018c; Upadhyay et al., 
2019; Zhang et al., 2021). Use of OFDM-FSO technique together ensues 
the enhancement of spectral efficiency of the system and the bit error 
rate (BER) value (Balaji and Prabu, 2018; Wang et al., 2016; Sharma and 
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2. Experimental setup

As a proof of concept, Fig. 1 indicates the experimental set up to
check the feasibility of our proposed bidirectional scheme to transport 
RB noise eliminated information over 55 km SMF along with 650 m FSO 
link. The working principle of this architecture is explicated through 
three major sections namely CO, remote node (RN) and ONU. A carrier 
signal with central frequency at 1550.72 nm from a FPLD is externally 
modulated by 10 Gbps-16 QAM signal, which is created by an arbitrary 
waveform generator (AWG). Two different bands of subcarriers are 
modulated by 10 Gbps signal for downlink and uplink transmission to 
eschew RB noise. A subcarrier bandwidth of 2.8 GHz from 3.6 to 6.4 GHz 
is modulated by 10 Gbps signal by making use of/employing 16 QAM 
OFDM modulation along with 512-point fast Fourier transform (FFT) 
size and 1/64 cyclic prefix (CP) length. MATLAB programming is 
employed to generate OFDM signal via an AWG. Sampling rate of 10 GS/ 
s and 8-bit DAC are applied here. Through 30 km SMF, the modulated 10 

Gbps signal is launched to RN via local exchange (LE) and again trans-
mitted over 25 km SMF. LE section simply consists of two erbium doped 
fiber amplifiers (EDFAs) and serve as an amplification point for both up 
and downlink signal. Finally, the power of the downlink information is 
split into two parts by optical coupler in ONU section. Among two, 
power of one part is boosted and optimized by employing EDFA and 
variable optical attenuator (VOA) which enhance the transmission 
performance too. After that, this amplified and optimized version of 
information is communicated through 650 m FSO link by utilizing two 
doublet lenses. Two doublet lenses may use to emit and received the 
laser light for 650 m FSO communication within two building. The 
natural expansion (Mallick et al., 2019) of laser light would cause an 
obstacle in coupling the laser light and fiber ferrule. By properly 
adjusting the field of view of fiber ferrule with the laser light, the doublet 
lens at the receiving end succours to optimize the performance of the 
system by improving BER and increasing received optical power 
increasing received optical power. Fig. 2 (a) and (b) gives the pictorial 
description of the relationship of fiber ferrule’s field of view with 
doublet lens’s field of view. Larger power will be amassed if the field of 
view of fiber ferrule is larger than that of doublet lens and lesser power 
will be accumulated whenever the field of view of fiber ferrule smaller 
than the field of view of doublet lens (Huang et al., 2020). For 650 m 
FSO communication two doublet lenses (AC 508–150-C) with focal- 
length1 (F1), focal-length2 (F2) and diameter of 117.7 mm, 150 mm 
and 50.8 mm respectively are employed here. So, diameter of the laser 
beams with numerical aperture (NA) of SMF of 0.14 is (Mallick et al., 
2019) 

d = 2*(F*NA) = 42 mm (1) 

The diameter of the laser beam is lesser than that of the doublet lens1 
(50.8 mm) that ensues the reduction of coupling loss induced by it and 

Fig. 1. Block diagram of proposed set up for intensification of noise tolerance against RB for bidirectional 10 Gbps WDM network by employing dual band of OFDM 
signal for transportation of data through FSO link utilizing doublet lens scheme. 

Fig. 2. (a) Doublet lens’s field of view is lesser than fiber ferrule’s field of view. 
(b) fiber ferrule’s field of view is smaller than doublet lens’s field of view.

Sushank, 2014; Song et al., 2017; Sudheer and Mandloi, 2016). 
Employment of doublet lens scheme in FSO communication could be 
cause of enhancement of communication distance as this scheme sup-
ports to transmit signal of high data rate either by coupling or sup-
pressing or expanding the beam size of laser light (Li et al., 2016a, 
2016b; Tsukamoto and Komaki, 2007). However, all the aforemen-
tioned networks may suffer from performance degradation that arises 
due to interferometric crosstalk noise. There are so many techniques 
already have been proposed and demonstrated by several research 
groups to mitigate noise that is generated by RB (Kang and Han, 2006; 
Oh et al., 2008; Mandal et al., 2021). RB noise naturally introduced 
whenever the signals of same wavelength are allowed to transmit 
through a single fiber for both up and downlink. Crossed network 
technique also regarded as a fruitful alternative to minimize RB noise 
effect in transport system (Lin et al., 2011; Yeh et al., 2012; 
Chiuchiarelli et al., 2009; Mandal et al., 2021). 

In this paper, we proposed and demonstrated an elevated scheme 
for transmission of RB noise mitigated 10 Gbps-16 QAM OFDM signal 
over 55 km as well as 650 m FSO for wireless users. To avoid the RB 
noise effect in our bidirectional set up, two dissimilar bands of 
OFDM sub-carriers are modulated for down and uplink transmission. 
A band of subcarriers different from downlink is remodulated by 10 
Gbps-16 QAM signal in RSOA and transmitted over 55 km SMF and 
received at central office (CO) to maintain the bi-directionality of the 
system. Two doublet lenses are utilized for transportation of 
information over 650 m free space. A comparative study by changing 
the FSO distance also examined to check the maximum limit of 
reliable performance of this proposed architecture. Negligible power 
penalty, proper EVM value, clear constellation diagrams, BER and 
SNR performance present the proof of fruitful transmission of 
proposed set up. 
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R = 2.3*
1

[2π*SFC]
= 2.89 μm (2)

With SFC = 1/{λ*focalratio} where λ is the wavelength of light. Now 
the divergence out of the objective lens (θ) is: 

θ =
R

150(mm)
= 19.26 X10− 6 (3) 

so, the spot size (R0) over 650 m(l) FSO link is given by 

R0 =
[
d2 + (2θl)2 ]1

2 = 48.8 mm (4) 

The diameter (50.8 mm) of the doublet lens2 is larger than the value 
of R0 that leads to lessen the coupling loss generated by doublet lens2. 
For larger beam size in case of Gaussian laser beam, causes larger Ray-
leigh distance (Mallick et al., 2019). Doublet lens2 plays a paramount 
role in coupling the laser beam into the ferrule of SMF by reducing the 
beam size. The couple of doublet lenses used in our proposed architec-
ture, are able to communicate the information over 650 m FSO link 
successfully. After FSO link, photodiode (PD) is employed to detect the 
signal and then a band pass filter (BPF) filtrates the noise, that generates 
owing to FSO communication. Finally, the signal is received by OFDM 
receiver through some sections namely 16 QAM demodulation format, 
equalizer, fast Fourier transform (FFT), serial to parallel converter (S/P), 
guard removal, analog to digital converter. Offline digital signal pro-
cessing technique is employed to recover the OFDM data in the receiver 
section of ONU. And the other part of transmitted signal remodulated by 
10 Gbps/16 QAM OFDM signal in RSOA with the frequency band of 
0–2.8 GHz for uplink transmission. RSOA is operated in its saturation 
region with 65 mA operating current that leads to reduce the back-
scattering effect. To avoid effectively the RSOA seeding power in 
downlink, a VOA is employed in between two circulators. This 
remodulated 10 Gbps OFDM signal then transmitted through RN over 
same 55 km SMF and communicated through 650 m FSO link and finally 
detected by similar process as earlier used in ONU. 

3. Results and discussion

Spectra of different subcarrier bands of OFDM signal utilized for
downlink and uplink transmission are depicted in Fig. 3 (a) and (b) 
[insert Fig. 1 (P and Q point)]. A subcarrier band from 3.6 to 6.4 GHz is 
modulated by 10 Gbps signal for downlink and a frequency band of 
0–2.8 GHz is modulated by same data rate for uplink transmission to 
mitigate RB noise. 

Measured BER value for 10 Gbps downlink OFDM signal and B2B 
under different received optical power of –22 dBm to − 16.2 dBm along 
with constellation diagrams are indicated in Fig. 4. The BER based on 
the subcarrier SNRs (=1/[EVMRMS]2) is defined as (Mehedy et al., 

2012). 

BER =

⎛

⎜
⎜
⎝

2
(

1 − 1
L

)

log2L

⎞

⎟
⎟
⎠Q{

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅((

log2L)
1

L2 − 1
)(2SNR/(log2M)

)√

} (5)  

where, L = 4 of 16 QAM constellation that represents the number of 
levels in each dimension and M = 16, which expresses the number of 
constellation point. Receiver sensitivity of − 20.2 dBm with BER value of 
3.8 × 10− 3 (under FEC limit) is achieved by 10 Gbps/16 QAM downlink 
OFDM signal after transmitting through 55 km SMF along with 650 m 
FSO link. A very low power penalty of 0.8 dB is recorded between B2B 
and over total transmission link at a BER of 10− 3. Clear constellation 
diagrams for both B2B and over 650 m free space link along with 55 km 
SMF are also displayed in Fig. 4 that indicates the fruitfulness of trans-
mission of information. The EVM value of 12.1% for B2B and 12.22% for 
55 km SMF and 650 m FSO transmission are observed from constellation 
diagrams. Fig. 5 gives the measured BER curve vs received optical power 
along with constellation diagrams of uplink transmission for both B2B 
and over total transmission link. Receiver sensitivity of − 18.4 dBm for 
transmission of 55 km SMF as well as 650 m free space is achieved by 
uplink OFDM signal at a BER of 3.8 × 10− 3(under FEC limit). Power 
penalty about 0.9 dB is measured between B2B and after transmission 
over SMF plus FSO link. Clear constellations are also depicted in Fig. 5 

Fig. 3. (a) OFDM spectra at “P” for downlink and (b) OFDM spectra at “Q” for uplink transmission.  

Fig. 4. BER curves and constellation diagrams for downlink 10 Gbps OFDM 
signal over 55 km SMF as well as 650 m FSO. 

express the feasibility of the doublet lens1 for FSO link. The beam radius 
(R) for this lens that is related with spatial frequency cut off (SFC) can be 
expressed as follows (Mallick et al., 2019):
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for both aforementioned cases of 12.18% and 12.30% EVM values, that 
are observed from constellations for 16 QAM OFDM signal. 

Measured BER curve for 10 Gbps OFDM signal for downlink and 
uplink transmission over the total transmission link without employing 
dual band subcarrier modulation scheme are depicted in Figs. 6 and 7 
respectively. Receiver sensitivity of − 13.6 dBm and − 10.65 dBm are 
achieved by the downlink and uplink signal respectively at the BER of 
3.8 × 10− 3(under FEC limit). Larger power penalty is about 7.5 dB is 
recorded between B2B and over SMF and FSO link and that is recorded 
about 8.75 dB for uplink. The system performance degrades severely due 
to RB noise whenever same band of subcarriers are modulated by signal 
for both downlink and uplink transmission. 

The SNR performance of OFDM subcarriers in the frequency band of 
3.6 to 6.4 GHz by employing 16 QAM format for B2B and over total SMF- 
FSO link with fixed photodiode input power of − 11 dBm are plotted in 
Fig. 8. The EVM is related to SNR of each subcarrier as follows (Mehedy 
et al., 2012): 

EVMRMS =

̅̅̅̅̅̅̅̅̅̅
1

SNR

√

= √{(
∑Sa

j=1
[
∑Sb

k=1
|Xjk − Xjk|

2
])/(SaSbPavg)} (6)  

where, Xjk and Xjk are the normalized ideal and normalized estimated 
received symbol of 16 QAM constellation respectively. |Xjk − Xjk| rep-
resents the error value, Sa and Sb denote total number of OFDM symbols 
and total number of data carrying subcarriers in each OFDM symbols 
respectively. the average power of the normalized constellation is 
denoted by Pavg. For B2B connection SNRs are obtained between 24.38 
dB and 20.06 dB while, these are recorded 24.35 dB and 20 dB for 55 km 
SMF and 650 m FSO connection. Slight degradation of SNR performance 
is occurred in SMF-FSO link in comparison to B2B connection due to 
residual dispersion. The SNR value of each subcarrier should be>19 dB 
to meet the BER of ≤ 3.8 × 10− 3 (under FEC limit). This result clearly 
represents the effective mitigation of noise arises from data overlapping 
is achieved by using different band of subcarrier signals for up and 
downlink transmission. 

A comparative study of BER values with detected optical power for 
different free space transmission distances by employing doublet lens 
scheme is graphically represented in Fig. 9. Measured BER values are 
plotted for 640 m, 650 m, 660 m, 663 m FSO transmission. Fig. 9 

clarifies that with increasing transmission distance, BER values also 
increase. For our proposed system, up to 650 m FSO distance BER value 
is of the order of 10− 3 and beyond that BER also greater than the 10− 3. 
With increase of transmission distance, photo current decreases gradu-
ally that ensues the reduction of power of the signal. As a whole, optical 
signal to noise (SNR) suppression and degradation of BER value occur 
with increasing transmission distance beyond 650 m free space. 

So, the evaluated performance of our proposed system proves the 
ability to mitigate RB noise by employing the dual band subcarrier 
modulation scheme and transmit information successfully over 55 km 
SMF plus 650 m FSO link for wireless users. 

Fig. 5. BER curves and constellation diagrams for uplink 10 Gbps OFDM signal 
over 55 km SMF as well as 650 m FSO. 

Fig. 6. BER for downlink 10 Gbps OFDM signal over 55 km SMF as well as 650 
m FSO without employing dual band subcarrier scheme. 

Fig. 7. BER for uplink 10 Gbps OFDM signal over 55 km SMF as well as 650 m 
FSO without employing dual band subcarrier scheme. 
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4. Conclusion

Enhancement of noise tolerance against RB for bidirectional 10 Gbps
WDM network by employing dual band of OFDM signal for trans-
portation of data over (30 + 25) km SMF via LE as well as 650 m FSO 
link utilizing doublet lens scheme is proposed and demonstrated suc-
cessfully. Different band of subcarriers are modulated by OFDM signal 
for up and downlink channel to avoid RB noise. RSOA remodulated 
signal is also successfully transmitted through 55 km + 650 m FSO link 
for uplink transmission to maintain the bi-directionality. BER value 
under FEC limit i.e. 3.8 × 10− 3, SNR performance (>19 dB under FEC 
limit), <1 dB power penalty, clear constellation diagrams prove the 
feasibility of the proposed system. Power penalty is recorded ~ 9 dB 
without employing the dual band subcarrier modulation scheme. Proper 
EVM (<12.35%) value for 16 QAM signal is achieved that makes the 
network more reliable to the next generation communication system. 
Our proposed network is able to transmit less noisy information over 55 

km SMF as well as 650 m free space. Such network makes itself special to 
the upcoming generation by not only mitigating the impairments due to 
RB noise but also communicates high-data rate over long haul SMF and 
above that it also provides information to the wireless users through FSO 
link. 
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A B S T R A C T

Optical controlling and reading-out highly localized intracellular signaling events in network of neurons, single 
neurons and subcellular compartments is considered as the most groundbreaking innovation in the neuroscience 
field in recent years. New optical readout and manipulation tools for optogenetics are continuously required. 
Here we report on a tapered multicore optical fiber system able to achieve multipoint illumination and poly-
chromatic lightening of a target with the resolution of single-cell and single organelles. The steering of the output 
beam can be achieved by controlling the wavelength and phase of the optical signals coupled to the fiber. 
Consequently, the change of the direction of the beam can be achieved without rotating the device, reducing the 
invasiveness of the final device. The possibility to steer the output optical beam can also allow to minimize the 
photoelectrical and photochemical effects caused by coupling the microelectrode and optical manipulation op-
toelectronics probes. Finally, our system can also collect light by exploiting multisite photometry approach.   

1. Introduction

Nowadays, Optogenetics is placed at the center of the consideration
realm of the neuroscience (Fenno et al., 2011; Bernstein and Boyden, 
2011; Deubner et al., 2019). With this technology, scientists are able to 
investigate the neuronal system of the living organs from cell to system. 
Optogenetic tools comprise three main parts: gene delivery, light de-
livery and monitoring. (Knopfel, 2012). With the tremendous progress 
in the photonics field, new tools to boost these three steps have been 
developed. In particular, designing a tool able to illuminate and have 
control of this illumination remotely is a field that these days have 
become a very hot topic in the field of optogenetics (Kanneganti et al., 
2011; Ronzitti et al., 2018). The important aspect in this illumination 
and light delivery process is that the sample or the animal in which the 
experiment is done should be compact and effective, bearing minimum 
damage. 

Optical fibers are currently used for light delivery and sometimes for 
photometry and fluorometry from the biological samples. The main 
advantages of using optical fibers is that they can image and illuminate 
the animals in the state of freely-behaving more deeply than with respect 
to the conventional imaging devices (Miyamoto and Murayama, 2016). 

LeChasseur and co-workers showed that with the taper dual-core 
fiber they can illuminate and then electrically and optically measure 
the activity of neurons in the single-cell scale and resolution. 

(LeChasseur, et al., 2011). Pisanello et al., 2019 in a series of papers 
developed tapered fibers to illuminate multi spots of brain tissue and 
steer the beam. The same platform is also used for photometry from the 
fluorescent effect of genetically encoded neurons (F. Pisano, Depth- 
resolved fiber photometry with a single tapered optical fiber implant). 
Specifically, the device consists of tapered fiber (also coated by gold 
layer) where some optical windows were created by focused ion beam 
milling around the fiber tip (Pisanello, 2014). By playing on the geom-
etry of the optical windows and the angle of the input light coupled to 
the fibers, they can illuminate the samples under test, site selectively. 
With these devices, they can scan the depth of the brain tissue, such as 
the cortex of the rat brain for illuminating the different layers of this 
sample (Pisanello, 2014; Pisanello et al., 2017; Pisano, 2018; Pisano 
et al., 2019). However, in order to steer the beam and illuminate the 
whole sample, it is necessary to move tapered part frequently with the 
risk to damage the biologic sample under study. Moreover, the 
manufacturing process, being based on focused ion beam milling, is 
quite time consuming and it is not suitable for high throughput 
production. 

In this framework, here we report on an alternative device made of 
tapered multicore fiber (MCTF) and based on the theory of phased 
matching array antennas (Stark, 1974). By controlling the phase or 
wavelengths of the input light coupled in each core of the fiber we 
demonstrate that it is possible to dynamically steer the output beam 
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not require complex nanomachining technologies. 
With the aid of numerical simulations carried out with COMSOL 

Multiphysics, we study the dependence of the output beam character-
istics such as angle, width and intensity as a function of the parameters 

Fig. 1. (a) Schematic of the multicore tapered fiber with 5 cores; (b) 2D drawing (computational domain) used in our calculations (COMSOL Multiphysics).  

(from 0 to 180 degrees) by actively changing also the intensity, the 
beam width, without moving or changing the fiber position. 
Furthermore, in our case, the fiber probe can be easily fabricated also 
in high throughput fashion since tapering is well-assessed fabrication 
procedure that does 
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2. Results & discussion

We designed a multicore tapered fiber schematically shown in Fig. 1.
Table 1 shows all the parameters considered in our simulations to tune 
the i) directivity ii) intensity iii) beam-width of the output optical beam 
coming out from the fiber tip. 

Specifically, the geometrical parameters considered in our analysis 
are the distances between the adjacent cores (P), the diameter of the core 
(D) and the number of cores (N). In our simulations, only the final
tapered part of the optical probe has been analyzed (the computational
domain in our simulations is shown in Fig. 1b). From the experimental
point of view, the geometrical parameters are determined and fixed once
that the device is fabricated. It should be noted that tapering features in
our study have been chosen on the basis of the dimensions of real
common tapered fibers (Sakoda, 2005). In any case, it is important to
underline that the fiber probe geometrical parameters can easily
rescaled according to “scaling law”, and the results here discussed
remain consistent.

Indeed, there are several reasons for using the tapered fiber; first, 
fiber tapering allows us to create a miniaturized probe (overall diameter 
20 µm) which avoids damaging biological tissue; secondly, thanks to the 
fiber tapering we can achieve a dimension of the probe that helps us to 
reach spatial beam widths of the order of around 5 μm that is compa-
rable to the dimension of a single neuronal cell. Moreover, it is necessary 
to maintain distance between adjacent cores becomes of the order of 1 
µm to create a significant interference effect. 

The main tunable parameters of the optical system are thus the 
power, the wavelength and the phases of the light sources coupled to the 
fiber cores. In fact, by acting on these input parameters, and in particular 
on the last two, it is possible to “steer the beam” and form the “multisite 
illumination”. 

In our configuration, each core of the fiber can be seen as an optical 
antenna, so that the fiber tip forms a sort of antenna array. By exploiting 
basic physics of wave-optics, that is by changing the phase of the waves 
of these optical antennas, we observe the changing in the direction of the 
overall light beam according to the interfering and super positioning 
phenomena. (Visser, 2005). 

Consistently with the theory of the phased array, we considered a 
constant phase difference (Phi) among the light sources coupled at each 
core; this means when moving from one core to the adjacent one, the 
phase of the light source increases by phi (for example in the case of 5 
multicores tapered fiber, Phi (phase) in the ports will be: core 1: Phi1 =

0, core 2: Phi2 = phi, core 3: Phi3 = 2*phi, core 4: Phi4 = 3*phi, and core 
5:Phi5 = 4*phi). The refractive index of the brain which we used in our 
simulations is based on the scientific literature which is 1.38 A.U (Sun 
et al., 2012). Without loss of generality the refractive index of the fiber 
we considered is 1.8 and 1.5 for the cladding and the cores, respectively. 

The size of the final part of the tapered multicore fiber considered in 
analysis is 15 µm. This size seems to feasible also from the experimental 
point of view (Chunxia et al., 2018; Tagoudi et al., 2016a, 2016b). 

The calculations have been performed by using COMSOL 

Multiphysics (RF module). All of the simulations have been carried out 
in 2D geometry. Fig. 1 shows the drawing used in our simulations. 

The first step is designing the device by choosing a suitable combi-
nation of the geometrical parameters. Then, we changed the input light 
parameters to study the effect that each parameter has on the charac-
teristics of the output beam. Accordingly, in the following, we present 
several case studies and discuss the achieved results. 

2.1. Case study 1: Effect of the fiber core diameters 

We consider all the parameters as fixed quantities and change only 
the D parameter as described in table 2. We swept the D from 0.125 to 
0.375 µm with a step of = 0.05 µm. The results are shown in Fig. 2. The 
intensity value is shown within the figure. As we see in the figure, just 
the intensity of the light and the beam width were changed. By passing 
from 0.125 to 0.375 µm, the intensity of output beam increases by a 
factor of 1.7, but the direction of the beam remains unaltered. 

2.2. Case study 2: Effect of the distance between the fiber cores 

As for the second case, we consider all the parameters fixed and we 
change only the P parameter, i.e. the distance between adjacent cores. In 
particular, we swept the P from 0.3 to 0.8 µm with a step of 0.1 µm as 
described in Table 3. The results are shown in Fig. 3. Analogously with 
the previous case, we observe that the intensity of the beam changes 
(there is also a slightly increase of the beam width). However, in this 
case, the side lobes changes from 35 degrees to 75 degrees moving from 
P = 0.3 to P = 0.8 µm. 

2.3. Case study 3: Effect other parameters as fixed quantities and change 
only the f the phase difference and wavelength 

After that, we changed the phi parameters from the 0 rad to 2*pi 
radians with the step of pi/3 Radian. The rest of parameters are fixed 
and the values are shown in table 4. The results are depicted in Fig. 4. 
When we change the parameter of Phi the beam direction changes from 
− 75 degree to +75 degrees. 

We repeated this calculation for different values of N. The results are 
summarized in Fig. 4. Note that in this case D = 0.1 µm (we chose this 
diameter because the results are clearer and more distinguishable). By 
increasing the number of cores, we increase the degree of complexity of 
our device. However, it possible to reach a fine tuning of the side lobes in 
terms of intensities and steering angles. In all of the cases the optical 
system can steer almost the angle between − 75 degree to 75 degrees. 
The changing of the intensity of output beam between the system with 3, 
5, 7 and 9 cores are 35, 55,100 and 130 respectively. 

Also, we evaluated the effect of changing the wavelength of the light 
sources coupled to each core from 400 nm to 900 nm with a step of 100 
nm. We would like to clarify that all the wavelengths considered in our 
study (400–800 nm) could be useful for optogenetics experiments 
(Prigge, et al., 2012; Oda, et al., 2018). The calculations are repeated for 
both Phi = 0 and phi = 2*pi/3 rad (we chose these two values because 
the results are clearer and distinguishable), while the remaining pa-
rameters are fixed (see table 4). The results are shown in Fig. 5 (a) and 
(b). 

In the case of Phi = 0 rad, by changing the wavelengths of the input 
light sources coupled to the fiber cores, only the intensity of the output Table 1 

Parameters which are important for designing and optimizing our device.  

Geometrical 
parameters of 
MCTF 

N Number 
of cores 

D Core diameter P Distance between 
the cores 

Input light 
parameters 

Pin Power of 
incident 
light 

Phiin The phase 
difference between 
light coupled into 
adjacent cores  

λ(lambda) The 
wavelength of light 
coupled to each core   

Table 2 
Input parameter for calculating results shown in Fig. 2.  

Geometrical parameters 
of MCTF 

N 
N = 5 

D varies from 0.125 to 
0.375 µm 

P 
P = 0.3 µm 

Input light parameters Pin 

Power = 1 
W 

Phiin 

Phi = 0 Radians  
λ(lambda) 
λ = 600 nm   

of the input light coupled to the fiber cores. The steering the beam and 
the multi-site illumination can be made possible by exploiting all the 
degrees of freedom of our MCTF. 
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beam changes drastically. Specifically, by increasing the wavelength, 
the intensity decreases and the angle of the output beam remains the 
same. In the case of Phi = 2*pi/3 rad, we can observe that the direction 
of the output light changes as a function of the wavelength. This effect 

can be used for achieving multicolor illumination that is very common in 
the optogenetics experiments (Bugaj and Lim, 2019; Han and Boyden, 
2007; Packer et al., 2016). This technique consists of illuminating 
different part of the brain with different wavelengths to better control 
the cells (neurons) to inhibit and excite them at the same time. As a 
matter of fact, this functionality in our device can be achieved by 
coupling different wavelengths of the sources in different cores. 

Finally, we plot the steering angle θ as a function of phi (Fig. 6 (a)) 
and λ (Fig. 6(b)). Clearly, the value of θ does not depend on the 
geometrical parameters that only affects the intensity and the width of 
the beam. For the fitting process we used MATLAB curve fitting toolbox 
(As for clarifying better we also compared three different values of λs 
and Phis in one plot to show better the dependency of the independent 
and dependent values to each other). 

Overall, the proposed configuration offers many degrees of freedom 
to be exploited in order to reach a high level of functionality. The de-
grees of freedom are both geometrical (number of cores, diameters and 
distances among different cores defined at the fabrication phase) but 
also physical (intensity, wavelength and phased of the light signals 
coupled to the different cores, chosen during the testing phase). By 
acting on these parameters, it could be possible to steer the beam at 
different wavelengths in an efficient way. Beam steering efficiencies are 
estimated to be, on average, about 14% and 24% for steering angles 
larger and smaller than 35◦ respectively. In principle, with our device it 
could be possible to control and stimulate different areas of the brain 
(different neurons or different part of the same neuron) with different 
colors (wavelengths). This specific characteristic of our device is very 
useful in optogenetics and could help to perform experiments in a novel 
intriguing manner (Vierock et al., 2020; (Klapoetke, et al., 2014; Yizhar, 
et al., 2011; Akerboom et al., 2013; Erbguth et al., 2012). 

3. Remarks on the beam width

Concerning the spatial resolution, values of beam width up to 5 µm
could be achieved with our probe. Fig. 6 shows the energy density (in the 
far field) as a function of the spatial coordinate (y) for the combination 
of the parameters reported in the Table 5. This beam resolution value is 
comparable with the size of single neuron cell, and in particular with the 
soma of the cells that has overall the size between 5 and 10 μm in the 
cortex of the brain. 

4. Conclusions

In conclusion, we have demonstrated that with this new device we
can steer the beam just by changing the phase of the sources which are 
coupled with the core of the multi-core fibers without moving the place 
of the fiber tip. In fact, we can steer the output beam from − 75 to 75 
degrees by simply changing the phases of the optical sources coupled to 
the different fiber cores. Moreover, we can change the intensity of the 
beam by changing the different parameters of the optical system, espe-
cially, the core diameters D, the distances between cores P, and the 
number of the cores N and power of the incident light Pin; besides, we are 
also able to tune the beam-width (to change the illumination spot size). 

The geometrical parameters are useful ab initio, during the probe 
design, to change both the spatial resolution (beam width) and the 
penetration depth. Specifically, probe with larger/smaller diameters can 
be used if we want to achieve larger/smaller penetration depths. 

All in all, with our device we have more control in the process of the 
light delivery. Our device allows, in principle, to achieve multicolor 
illumination of neurons, providing more degree of freedom to control 
the brain during illumination without rotating the probe. In fact, since 
different wavelength do not interfere with each other (Fowles, 1989), 
this could help us to couple different wavelengths in different cores with 
different phases and consequently one will be able to achieve the mul-
tipoint illumination with different wavelengths. This could help the 
experimenters who are working on the Bidirectional Pair of Opsins for 

Fig. 2. Radiation pattern (far field) calculated at the output of the MCTF as a 
function of D. 

Table 3 
Input parameter for calculating results shown in Fig. 3.  

Geometrical 
parameters of MCTF 

N Number of 
cores = 5 

D or d =
0.125 µm 

Changing P from 0.3 
to 0.8 µm 

Input Light Parameter Pin Power = 1 W Phiin Phi =
0 rad  

λ(lambda) 
λ = 600 nm   

Fig. 3. Radiation pattern (far field) calculated at the output of the MCTF as a 
function of P. 

Table 4 
Input parameter for calculating results shown in Figs. 4 and 5.  

Geometrical 
parameters of MCTF 

N Number of 
cores = 5 

D = 0.1 µm P = 0.3 µm 

LASER Parameters Pin Power = 1 
W 

Phiin Phi between 
0 and 2*Pi Radian  

λ(lambda) 
λ = 400 to 
900 nm   
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Fig. 4. a) Radiation pattern (far field) calculated at the output of the MCTF with 3 cores as a function of Phi incidence (b) Radiation pattern (far field) calculated at 
the output of the MCTF with 5 cores as a function of Phi incidence (c) Radiation pattern (far field) calculated at the output of the MCTF with 7 cores as a function of 
Phi incidence (d) Radiation pattern (far field) calculated at the output of the MCTF with 9 cores as a function of Phi incidence. 

Fig. 5. a) Radiation pattern (far field) calculated at the output of the MCTF as a function of wavelength of incident light (With Phi = 0 rad) b) Radiation pattern (far 
field) calculated at the output of the MCTF as a function of wavelength of incident light (With Phi = 2*pi/3 Radian). 
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Light-induced Excitation and Silencing (BiPOLE) (Vierock et al., 2020) 
For the future studies, thanks to the exploitation of different kinds of 
optimizing toolboxes like artificial neural networks, it could be possible 
to set the parameters so that the optical system be able to target every 
biological organ in specific places in front of the multicore tapered 
fiber. 
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A R T I C L E  I N F O

Keywords: 
Depth of focus 
Digital image sensor 
Microscope 

A B S T R A C T

When an optical system and a digital image sensor are combined, it is known that pixel size of the sensor affects 
digital images. In particular, the DOF was not represented in a simple formula due to the influence of pixel size. 
To consider the effect of pixel size on digital images, we set the ratio, fC/fN, between the cut-off frequency of the 
optical system, fC, and the Nyquist frequency of the imaging device, fN, as the parameter expressing the effect of 
the pixel size. By using the parameter, we derived that the DOF can be expressed as a simple formula. For 
confirming the DOF formula, we measured the DOF of a microscope combined a digital image sensor. The values 
calculated from the DOF formula that we derived were consistent with the experimentally measured results. 

We propose our formula expressing the DOF when an optical system and a digital image sensor are combined   

1. Introduction

The resolution and depth of focus (DOF) of optical equipment with
optical performance at the diffraction limit are 0.61λ/NA and nλ/NA2, 
respectively, as determined by the Rayleigh criterion. 

However, the Rayleigh criterion is expressed using changes in the 
point spread function (PSF) on the image plane and characteristics 
(element size, density, thickness) of the medium that receives the optical 
images are not reflected. 

The resolution and the DOF are known to deviate from the values 
obtained using the Rayleigh criterion depending on the characteristics of 
the light-receiving medium. 

For example, in semiconductor lithography equipment that projects 
circuit patterns onto thick photoresists, the resolution ε and the DOF ΔL 
are different from the Rayleigh values because of effects of thickness and 
the developing process of the photoresist; two parameters considering 
the effects, k1 and k2, are used in their formulations: (Levinson, 2005; 
Mack, 1988) 

ε = k1⋅nλ/NA
ΔL = ±k2⋅nλ/NA2 (1) 

Another example, when visually observing using a microscope, the 
DOF is known to depend on a combination of objective and ocular lenses 
and deviates from the Rayleigh values nλ/NA2. The reason for this 

deviation is the resolution of the eye. Berek showed, that when the 
resolution of the eye is considered, the DOF is 

ΔB =

{
n

NA2

(
λ
2

)

+
n∙ωB

β∙NA
L
}

(2) 

Here, ωB is the resolution of the eye, as defined by Berek (5 min), β is 
the total magnification of the objective and ocular lenses, and L is the 
distance of distinct vision (Martin, 1966; Murphy and Davidson, 2013). 

It can be thought that the Berek’s DOF equation (Eq. (2)) was formed 
in consideration of the size and density of photoreceptors in the retina. 

Using a digital image sensor, such as a CCD (charge couple device) or 
CMOS (complementary metal oxide semiconductor) that pixel size 
cannot ignore comparing with diameter of the PSF, in conjunction with 
an optical system results in the resolution and the DOF values that 
depend on the pixel size of the digital image sensor; thus, they differ 
from the Rayleigh values. 

When the resolution of the monitor displaying the image is higher 
than that of the image sensor, the resolution is limited by the worse 
constraint of the cut-off frequency of the optical system on the image 
plane, fC, and the Nyquist frequency of the imaging device, fN (ISO, 
2016). 

However, the DOF is not formulated in a simple form, as in Eq. (1) 
and Eq. (2); thus, empirical methods and numerical calculations are used 
to obtain the DOF. 
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One empirical method is a geometrical optics method that geomet-
rically calculates the amount of defocusing in which the diameter of a 
light flux incident on an image sensor becomes smaller than the pixel 
size multiplied by an empirically determined coefficient. A problem with 
this geometrical optics method is how to obtain the empirical 
coefficient. 

Yamamoto (2014) proposed a method to numerically calculate the 
relation between the pixel size and the defocus wave front coefficient 
when the reduction in total amount of light is within a given tolerance. 
This method alleviated the problem in the geometric optical methods, 
and shows that the DOF converges to the Rayleigh criterion when the 
pixel size is small enough for the diameter of the PSF. 

Another numerical calculation method is to obtain the modulation 
transfer function (MTF) when the optical system is defocused; an 
amount of defocus is derived where the decrease in MTF is less than a 
predetermined tolerance. 

These two methods require the determination of an empirical coef-
ficient and numerical calculations to obtain the MTF or intensity dis-
tribution on the image surface. Therefore, a simple formulation that can 
adapt to changes in the optical system or the image sensor with 
convenient calculations, as in the Berek’s DOF formula, is called for. 

It is well known that the spatial frequency in the digital image is 
expressed using pixel numbers, and the unit is different from the spatial 
frequency used in the optical system. 

By using fC/fN as the conversion parameter between the spatial fre-
quency of the optical system and the spatial frequency of the digital 
image, we showed that the resolution and the DOF in the digital image 
are represented with simple equation in plural analysis model, and we 
derived that the DOF can be expressed with an simple formula similar to 
the Berek’s DOF formula when a digital image sensor is combined with 
an optical system. 

Comparing the value calculated by the DOF formula and the exper-
imental value from real DOF measurements, results showed the values 
were consistent with each other. 

Therefore, we propose that our formulated DOF equation be used to 
obtain the DOF when an image sensor is combined with an optical 
system. 

2. Theory

The coordinates in the digital image represent the pixel number as
units and are different from the coordinate units used in the optical 
image. Therefore, when representing the spatial frequency, a conversion 
parameter between the digital image and the optical image was 
required. 

Focusing on this conversion parameter, we considered the effect of 
pixel size on the DOF in four analytical models shown below. After that, 
a formula was derived to obtain the DOF when a black-and-white image 
sensor is combined with an optical system, considering the effect of the 
pixel size. 

2.1. An analogy from Berek’s DOF equation 

By replacing the distribution of the photoreceptors on the retina with 
an array of digital image sensors, we consider the resolution and depth 
of focus of visual observation of a microscope. 

Assuming the Nyquist frequency of the eye, f eye
N, Eq. (2) is rewritten 

using the cut-off frequency of the optical system, fC, as 

ΔB =
n∙λ

2NA2 ∙
{

1+
2NAωB

βλ
L
}

=
n∙λ

2NA2 ∙
{

1+
ωBL

β
fC

}

=
n∙λ

2NA2 ∙
{

1+
fC

feye
N

}

(3) 

The ratio, fC/f eye
N, between the cut-off frequency of the optical 

system, fC, and the Nyquist frequency of the eye, feye
N, can be regarded 

as a parameter of how the resolution of the eye affects the DOF. 

From Eq. (3) when the conversion parameter is fC/f eye
N ≤ 1, the 

resolution and the DOF of visual observation of a microscope are ob-
tained from the Rayleigh criterion. 

When 1 < fC/f eye
N, the resolution is determined by the eye, and the 

DOF is different from the Rayleigh criterion. 

2.2. A formulation of the DOF equation by geometric optics 

The DOF of a digital camera can be obtained using geometrical op-
tics, as shown in Fig. 1. Here, a light flux of uniform intensity is incident 
on the image sensor. 

The diameter of the circle of confusion, C, is less than m-times the 
pixel size at the focus point. The value ‘m’ is typically obtained empir-
ically. If the pixel size is large compared to the diameter of the PSF 
formed on the imaging surface, the DOF is expressed – using a 
geometrical optics method – as the range where the PSF forms a circle of 
confusion with uniform light intensity by defocusing. 

When fC and fN are equal (the conversion parameter fC/fN = 1), most 
of the PSF intensity is within an area of 4 × 4 pixels. 

The diameter of the circle of confusion, C, and the pixel size are not 
compared simply by the lengths; instead, the DOF is calculated using the 
change in total amount of light in 4 × 4 pixels. 

Assuming a constant light intensity in the circle of confusion, the 
total amount of light incident on the image sensor can be described by 
the area, CS, of the circle of confusion, C, through the equation, 

CS = πr2 = π( δGtanθ)2 ≈ π( δGsinθ)2 

Denoting the pixel size as PP and the tolerance of the DOF as γ, the 
following relation holds between the area of the circle of confusion, C, 
that increases by defocusing, and the area of the 4 × 4 pixels: 

(4PP)2 = γ CS ≈ γ π (δGsinθ)2 

The DOF ΔGO is given by 

ΔGO = 2δG =
4
̅̅̅̅̅γπ√

PP
sinθ

=
4
̅̅̅̅̅γπ√

nPP
NA

=
2
̅̅̅̅̅γπ√

nλ
NA2⋅

fC

fN 

Taking the tolerance as γ = 0.81, which is the same as the Rayleigh 
criterion, the DOF ΔGO becomes 

ΔGO = 1.25
nλ

NA2⋅
fC

fN
(4) 

Therefore, the effect of pixel size on the DOF is expressed using the 
conversion parameter fC/fN. 

The light intensity in the PSF becomes a light flux that is almost 
uniform when the wave front coefficient is larger than ±3λ/4 at the 
defocused wave front (Wyant and Creath, 1992); thus the DOF is, from 
Eq. (4), 

3∙
nλ

NA2< ΔGO (5) 

The pixel size is within the range 

2.4 < fC/fN (6)  

from Eqs. (4) and (5) 
However, the intensity in the light flux is not uniform when the 

defocus wave front coefficient is less than ±λ/2, meaning the intensity 
distribution approaches a PSF instead (Wyant and Creath, 1992). 

In order to convert the distribution of the PSF to the circle of 
confusion C within the defocus range, we assumed that 90 percent light 
flux in the CS from the average value of encircled energy in the diameter 
λ/NA enter into 4x4 pixels. Thus, in this range Eq. (4) can be rewritten as 

ΔGO = 0.9∙1.25
nλ

NA2∙
fC

fN
= 1.12

nλ
NA2∙

fC

fN
(7) 

The DOF is given by Eq. (7), according to geometrical optics, when 
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fC/fN is smaller than 2.4. 

2.3. Formulations of DOF equation by numerical calculation methods 

2.3.1. A formulation of DOF equation from a method calculating light 
intensity in pixels within a PSF (Evolving Yamamoto’s method (Yamamoto, 
2014) 

In the geometrical optics method, the DOF was obtained by making 
the light flux on the imaging surface form a circle of confusion with 
uniform intensity distribution and then comparing the areas of the circle 
of confusion and the number of pixels. However, the error when 
considering the pixel size is large because the intensity of the PSF near 
the focal point is approximated from the encircled energy calculation. 

Yamamoto’s method (Yamamoto, 2014) should be more precise 
because the change in the PSF from defocusing is numerically 
calculated. 

We show here that the DOF obtained by the method can be replaced 
by a simple formula, using the conversion parameter fC/fN as a param-
eter to express the effect of the pixel size on the DOF. 

The method numerically calculates the wave front coefficient of the 
defocus corresponding to the DOF by setting a receiving region of 2 × 2 
pixels in the PSF. 

The wave front coefficient of the defocusing from setting a receiving 
region of 4 × 4 pixels in the PSF, as in the geometrical optics method, is 
calculated using the method in Fig. 2 (a). 

Fig. 2a can be rewritten as Fig. 2 (b) using the following information: 
the amount of defocusing is λ/2NA2 when the wave front coefficient of 
the defocus is λ/4; the wave front coefficient of the defocusing is pro-
portional to the amount of defocusing; the wave front coefficient of the 
defocus is given as a coefficient of λ/NA2 when the DOF is expressed 
with its full width; and the pixel size is normalized with fC/fN instead of 
fN/fC. 

When the calculated result in Fig. 2(b) is approximated with a linear 
function, the DOF calculated with the method, ΔYM, is approximated as 

ΔYM =
n∙λ

2NA2 ∙
{

1.0+ b∙
fC

fN

}

(8)  

1.0≦b≦1.25 

The method claims that the DOF converges to nλ/NA2 in the range 
fC/fN ≤ 1; however, if the pixel size becomes small, including that of the 
monitor, the DOF will be determined by the resolution of the eye that 
looks at the monitor. 

This effect means the DOF would be expressed with Berek’s DOF 
equation (Eq. (3)) when the pixel size becomes smaller. 

2.3.2. A formulation of DOF equation from calculating MTF at defocus 
points 

Denoting the intensity distribution of an object as I0 (x,y), the point 
spread function of the optical system as PSF (λ, NA), the pixel function 
expressing a pixel (PP) as REC (PP), and the function representing the 
periodicity of pixels as Calm(PP), the intensity distribution of an image 
recorded by an imaging device is given as 

IS(x, y) = I0(x, y) ⊗ PSF(λ,NA) ⊗ REC(PP) ⊗ Calm(PP) (9) 

Here, ⊗ represents convolution. 
Writing the Fourier transformation of PSF as OTF (fC), the Fourier 

transformation of the function expressing a pixel (PP), REC (PP), as SINC 
(fS), and the Fourier transformation function as F{ ･ }, the Fourier 
transformation of Eq. (8) results in 

F{IS(x, y)} = F{I0(x, y)}∙OTF(fC)∙SINC(fS)∙Calm(fS) (10) 

The effect of the pixel size (PP) is expressed using SINC (fS). Here, 
fS = 1/PP is the sampling frequency of the imaging device, and fS = 2 fN. 

MTF (fC) and SINC (fS) may be considered as MTFs that consider the 
pixel size; thus, the DOF can be obtained from changes with defocusing. 

MTF (fC) and SINC (fS) were calculated with different pixel sizes, 
assuming that the defocused wave surface manifests in the pupil as an 
ideal optical system with optical magnitude of 10 and NA of incident 
light of 0.3, a light source wavelength, λ, of 550 nm, and the pixels of the 
image sensor are arranged two-dimensionally as 600 × 600 pixels 
squares. 

The coefficients of the defocused wave front were obtained when the 
rate of change of MTF (fC) and SINC (fS) at fN/2 is within a tolerance. The 
tolerance was the rate of change of MTF (fC) at fN/2 when a defocused 
wave plane of λ/ 4 was applied to the pupil. Fig. 3 shows the DOF 
calculated through a similar change of variables, as in the results in 
Fig. 2 (b). 

The DOF obtained through the rate of decrease in MTF, ΔMTF, is given 
as 

ΔMTF =
n∙λ

2NA2 ∙
{

1.0+
fC

fN

}

(11)  

through a linear approximation of the result in Fig. 3. 

2.4. A formulation of DOF equation for a microscope combing an image 
sensor with considering effect of pixel size 

From the results of the analytical models in Sections 2.2 and 2.3, Eqs. 
(7), (8), and (11) showed, that when an image sensor is combined with 
an optical system, the DOF can be obtained, as in Eq. (1), by multiplying 
a coefficient by Rayleigh’s DOF, nλ/NA2 when the conversion parameter 
fC/fN is used as a parameter reflecting the effect of pixel size. 

Fig. 1. Schematic of obtaining the DOF by geometrical optics.  
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However, the expression for DOF is considered slightly different 
whether the intensity distribution on the sensor is approximated by the 
PSF or by a confusion circle. For examples, in the range where the 
conversion parameter fC/fN is represented by Eq. (6), Eq. (7) is repre-
sented by Eq. (4). Similarly, it is considered better to use a coefficient 
b = 1.25 in Eq. (8).therefore, the DOF equation is expressed below 

Δ =
n∙λ

2NA2 ∙
{

A+B∙
fC

fN

}

(12) 

Within the defocused range where the light intensity distribution on 
the sensor is approximated by the PSF, it is considered that the co-
efficients A and B of Eq. (14) are expressed by the following values. 

The coefficient A is the common value of Eqs. (8) and (11), A = 1.0, 
and B is defined as the intermediate value, B = 1.1, between the upper 
limit of b in Eq. (8) and the value in Eq. (11); therefore, the DOF is 
formulated as 

Δ =
n∙λ

2NA2 ∙
{

1.0+ 1.1
fC

fN

}

(13) 

Using the DOF coefficient, K (fC/fN), which represents the effect of 
the pixel size, the relation 

Δ = K(fC/fN)∙
n∙λ
NA2

K(fC/fN) = {1.0+ 1.1∙fC/fN}/2 (14)  

holds similar to Eq. (1). 
Focusing the conversion parameter fC/fN, when fC nearly equal fN, 

the resolution and the DOF are nearly equal values of the Rayleigh 
criterion. 

When fC is larger than fN, the resolution is determined by the Nyquist 
frequency of the imaging device fN and the DOF differ from values of the 
Rayleigh criterion. 
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Fig. 2. Results of DOF obtained from the total 
amount of light of 4 × 4 pixels positioned in the 
point image intensity distribution. (a) Calculated 
results shown using the defocusing wave front 
coefficient and reduced spatial frequency, fN/fC. 
(Yamamoto, 2014). (b) Calculated results of (a) 
rewritten by using the DOF coefficient and the 
reduced spatial frequency of fC/fN. The blue solid 
line is a rewriting of the calculated values in 
Fig. 2a, the black dotted line is Eq. (8) with 
b = 1.25, the black solid line is Eq. (8) with 
b = 1.0, and the red line is Eq. (7). (For inter-
pretation of the references to color in this figure 
legend, the reader is referred to the web version 
of this article.)   
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Furthermore, since the DOF coefficient K (fC/fN) of Eq. (14) can be 
replaced with the wavefront coefficient of defocus as shown in Section 
2.3.2, it is possible to associate the intensity distribution change of the 
PSF with the wave front coefficient of the defocus using the DOF coef-
ficient K (fC/fN). 

3. Experiments

We showed the DOF when an image sensor is combined with an
optical system, Δ, can be expressed by Eq. (13) when the conversion 
parameter fC/fN is used as a parameter that takes the effect of the pixel 
size into account. 

When a microscope, which is an optical equipment with diffraction- 
limited optical performance, is combined with a conventional image 
sensor, the conversion parameter fC/fN can be easily selected from less 
than 1 to values at which digital noises like moiré patterns might appear. 
Therefore, we then used a microscope as an experimental tool to verify 
the DOF equation that we formulated. 

An object to be observed was moved in the optical axis (z) direction 
and images were captured. The DOF was measured using the following 
two experimental methods and the measured DOF values were 
compared with the DOF values calculated using Eq. (13). 

Experimental method 1 calculated the image contrast at each z-step 
position and the DOF was measured from changes in the image contrast. 

Experimental method 2 built an image-set of captured images with z- 
step position information. The image-set was displayed on a monitor. An 
observer measured the DOF through visual inspection by changing the z- 
step position. 

3.1. Experimental method 1 

In the experiment where the DOF was obtained from the contrast 
changes of captured images with different object (z) positions, the mi-
croscope system used was an IX81 (Olympus), with an IX2-LWUCD 
condenser lens (NA 0.55, Olympus), a black-and-white CCD camera 
–BM-150GE (2/3′′, pixel size 6.45 μm × 6.45 μm, and number of pixels
1392 × 1040, JAI), and a quasi-monochromatic light source using an

interference filter of 530 ± 20 nm. 
The fC/fN value was adjusted by changing the total magnification to 

control the cut-off frequency on the image plane, fC; the objective lens 
was chosen from one of LMPLFLN10x (10×, NA 0.25, Olympus), 
LMPLFLN20x (20×, NA 0.4, Olympus), and UMPLFL10x (10×, NA 0.3, 
Olympus); the TV adapter was either TV-1x (1×, Olympus) or TV-0.5x 
(0.5×, Olympus); and the intermediate magnification changer of the 
IX81 was switched between 1× and 1.6×. 

The changes to the z-step position of the objective lens and the 
capturing of images were controlled simultaneously using a laptop 
computer ThinkPad X280 and LabView. The pattern chart in Fig. 4 was 
observed while changing the z-step position of the objective lens at step 
δz in the measurement range shown in Table 1a. Images were recorded 
in BMP format and the DOF was obtained from changes in the image 
contrast between images (within a predetermined region where the DOF 
was to be derived). 

Three regions were defined for image contrast calculations: line 
widths W1, W2, and W3, where the line widths corresponded to 2- to 3- 
times, 3- to 4-times, and 4- to 5-times the pixel size, respectively. 

DOF measurements were conducted four times for each combination 
of objective lens, TV-Adapter, and intermediate magnification changer. 
Table 1a shows the average of the measured DOFs for each combination. 

Firstly, Fig. 5 (a) shows a comparison against theoretical results. The 
calculated values using Eq. (11) and measured values in Table 1a are 
shown to compare the DOF obtained from changes in the MTF, ΔMTF, 
and the measured results. Next, to compare values from our proposed 
DOF equation and measured values, Fig. 5b compares calculated values 
using Eq. (13) and measured values in Table 1a. Moreover, to investigate 
the effect of pixel size on the DOF, Fig. 5c compares the DOF coefficient 
K (fC/fN) in Eq. (14) and the measured values divided by λ/NA2. 

3.2. Experimental method 2 

This experiment determined the DOF by visually observing an image 
set shown on a monitor. As in the experiment in Section 3.1, an IX81 
(Olympus) was used as the microscope system, and the changes in the z- 
step position of the objective lens and capturing of images were 
controlled with a desktop computer OptipPlex 960 and MetaMorph. 

The image sensor was a black-and-white CCD camera CoolSnapHQ 
(2/3′′, pixel size 6.45 μm × 6.45 μm, number of pixels 1392 × 1040, 
PHOTOMETRICS), with a LUCPLFLN20x objective lens (20×, NA 0.45, 
Olympus), IX2-LWUCD condenser lens (NA 0.55, Olympus), and quasi- 
monochromatic light source using an interference filter IF550 
(550 ± 30 nm, Olympus). A striped pattern with uniform line width, as 
shown in Fig. 6, was observed. Images were captured while changing the 
z-step position of the object to obtain an image set.

Four types of TV-Adapters (0.25×, 0.5×, 1×, 2×, Olympus) were
exchanged to switch the total magnification. The value of fC/fN was 
changed by changing the cut-off frequency, fC, through this procedure. 

During the capturing of images, the line width of the striped pattern 
in the observed image was changed for each total magnification such 
that the spatial frequency of the displayed image was the same; this was 
to suppress differences in image recognition between observers which 
arise from changes in line widths in the observed image. 

Two types of images, with line widths of 10 lp/mm and 2 lp/mm on 
the image plane, were displayed in the observations for this study. Four 
types of striped patterns, namely 40 lp/mm, 100 lp/mm, 200 lp/mm, 
and 400 lp/mm, were used for 10 lp/mm on the image plane. Similarly, 
striped patterns with 10 lp/mm, 20 lp/mm, 40 lp/mm, and 100 lp/mm 
were used as the observation sample for 2 lp/mm on the image plane. 

The observation region of the sample was set within a certain dis-
tance on both sides from the focus position. The interval, δz, splits the 
range of ±λ/NA2 calculated from the NA of the objective lens, into 40 
segments. Here, the image does not change much when the measure-
ment conditions are changed. Forty-one images were captured in the 
BMP format by changing the z-step position of the objective lens and an 

Fig. 3. The DOF, calculated from decreasing the MTF from defocusing and 
shown using the DOF coefficient, and the reduced spatial frequency expressed 
using fC/fN. Black squares ◆ show calculated values. The black and red solid 
lines indicate the values from Eqs. (11) and (7), respectively. (For interpretation 
of the references to color in this figure legend, the reader is referred to the web 
version of this article.) 
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image set for the DOF measurement prepared in TIF format. 
The obtained TIF-format image sets were shown on two types of 

monitors of size 20′′ (SyncMasterXL20) and 12′′ (ThinkPadX220). 
Measurements were conducted after displaying images such that each 
image pixel matched a monitor pixel. The distance between the observer 
and the monitor was controlled to keep the size of the object to be 
observed on the monitor constant. 

Images with different z-step positions in the image position were 
sequentially displayed. The DOF was determined, as shown in Fig. 7. The 
position in 41 images where the image became focused (page number of 

the TIF-format image) is denoted as ZS, and the position, after the focus 
position, where the image became defocused (page number of the TIF- 
format image) is defined as ZE. The number of image steps (pages) be-
tween ZS and ZE, Zn, and the change in z in one step, δz, was multiplied 
to obtain the DOF Δ. 

Δ = Zn⋅δz (15) 

DOF measurements with different total magnification were con-
ducted by 12 observers for the two observation samples with two 
different monitors each. The mean DOF of the 12 observers was taken as 

Fig. 4. Image of the pattern chart used in experiment 3–1.  

Table 1 
Results of the DOF measurement in experiment 3–1.  

(a) Results of Calculation and measurement. 

Observing optics Calculation results Measurement results Measuring condition 

Objective lens Total 
Mag. 

λ/ NA2(μm) fc / fn Δ by Eq. (13) (μm) Mean value 
(μm) 

Deviation σ (μm) Results in Line Width 
(μm) 

δz 
(μm) 

Range 
(μm) 

W1 W2 W3 

LMPLFLN10x 
(NA0.25) 

10× 8.48 1.217 9.92 9.50 0.84 8.38 9.50 10.63 0.5 20 
16× 8.48 0.779 7.87 8.67 0.17 8.38 8.38 9.25 0.5 20 
5× 8.48 2.434 15.59 14.71 1.06 13.38 14.88 15.88 0.5 20 

UMPLFL10x(NA0.3) 10× 5.89 1.460 7.67 7.87 0.88 6.70 7.90 9.00 0.4 16 
16× 5.89 0.925 5.94 6.77 0.15 6.40 6.60 7.30 0.4 16 
5× 5.89 2.921 12.40 12.63 0.67 11.50 13.00 13.40 0.4 16 

LMPLFLN20x(NA0.4) 10× 3.31 1.947 5.20 5.45 0.51 4.60 5.40 6.35 0.2 8  

(b) The results of Table 1 (a) rewritten using with DOF coefficients. 

Observing optics Calculation results Measurement results / λ/ NA2 

Objective lens Total 
Mag. 

λ/ NA2 

(μm) 
fC / fN K fC / fN Mean value Deviation σ Results in sub-domain 

W1 W2 W3 

LMPLFLN10x 
(NA0.25) 

10× 8.48 1.217 1.1693 1.1203 0.0117 0.9876 1.1203 1.2529 
16× 8.48 0.779 0.9284 1.0220 0.0024 0.9876 0.9876 1.0908 
5× 8.48 2.434 1.8387 1.7345 0.0147 1.5772 1.7541 1.8721 

UMPLFL10x 
(NA0.3) 

10× 5.89 1.460 1.3032 1.3358 0.0254 1.1377 1.3415 1.5283 
16× 5.89 0.925 1.0087 1.1491 0.0043 1.0868 1.1208 1.2396 
5× 5.89 2.921 2.1064 2.1453 0.0193 1.9528 2.2075 2.2755 

LMPLFLN20x 
(NA0.4) 

10× 3.31 1.947 1.5709 1.6453 0.0466 1.3887 1.6302 1.9170  
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(a) 

Calculation value by Equation (11) 

Mean value
Line Width W1 
Line Width W2 
Line Width W3 

(
slusertne

mruse
M

) 

Mean value
Line Width W1
Line Width W2
Line Width W3

Fig. 5. Results measured in experiment 3–1. (a) Com-
parison of measured results and calculated results using 
Eq. (11) (b) Comparison of measured results and calcu-
lated results using Eq. (13). (c) Measured results divided 
by λ/NA2 and results of (b) rewritten using the DOF co-
efficient, K (fC/fN). Blue, brown, and green dots ( , , and 

) indicate the measured values from line width W1, W2, 
and W3 patterns, respectively. Black dots (●) represent 
the mean values of the measured patterns, and the 
measured and calculated values are the same on the black 
dotted line. (For interpretation of the references to color in 
this figure legend, the reader is referred to the web version 
of this article.)   
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the measured value. 
Table 2 (a) shows the mean value, Ap, and its standard deviation, σ, 

for measurements where the spatial frequency of the object to be 
observed on the image plane, monitor size, and total magnification of 
the observation optical system were changed. 

Table 2(b) shows a comparison between the measured values derived 
using Eq. (15) and the average values in Table 2(a). The results in 
Table 2(b) are plotted as Fig. 8(a). 

To consider the effect of pixel size on the DOF, Fig. 8b compares the 
DOF coefficient K (fC/fN) in Eq. (14) and the measured value divided by 
λ/NA2 in the same manner as in experiment 3–1. 

4. Results and discussion

The values from the proposed equation and the measured values in
experiment 3–1 are compared first. 

Fig. 5a shows a comparison of measured results in Table 1(a) and the 
DOF from Eq. (11), ΔMTF. The observed object is the pattern chart shown 
in Fig. 4; there is a good linear relation between ΔMTF, which is obtained 
from changes in the MTF and measured values. In particular, the line 
width of the pattern chart for W1 is close to fN/2, which is the condition 
used to calculate changes in the MTF; thus, the linear relation between 

Fig. 6. Image of a striped pattern used in experiment 3–2.  Fig. 7. Schematic of the measurement method in experiment 3–2.  

2
)

K ( fC / fN )

Mean value
Line Width W1
Line Width W2
Line Width W3

Fig. 5. (continued). 
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the measured and calculated values is better than W2 and W3. 
In contrast, the measured values for line width W1 in Fig. 5(a) are 

slightly smaller than the calculated values. A possible reason for this 
result is that the image contrast changed because spatial frequency 
components exceeding fN in the pattern chart image are affected by 
noise removal during the developing process. 

The effect of noise removal during the development process should 
be small for measurements of line widths W2 and W3 as the line width of 
the pattern chart increases and the ratio of spatial frequency compo-
nents exceeding fN becomes small. 

Fig. 5b compares the measurement results in Table 1(a) and the 
calculated results using Eq. (13). The relation between the calculated 
values and measured values for line widths W2 and W3 is better than the 
results in Fig. 5(a). A good linear relation was found between the mean 
of line widths W1 to W3 and the calculated values, suggesting that Eq. 
(13) is more suitable than Eq. (11) for DOF calculations.

To consider the effect of pixel size on the DOF, Fig. 5c compares the
DOF coefficient K (fC/fN) and the measured value divided by λ/NA2. The 
measured value divided by λ/NA2 can be replaced with the wavefront 
coefficient of defocus as shown in section 2.3.2. When this value K (fC/ 
fN) is less than 2.5, the wavefront coefficient of defocus is less than 3λ/4, 
and the light distribution on the sensor can be approximated by the PSF. 

In the condition, the relation between the calculated values and 
measured values has a good linear relation as the DOF can be calculated 
by Eq. (13). 

Next, the calculated and measured DOF values were compared when 
images displayed on a monitor were visually observed in experiment 
3–2. 

There is much scattering in the measurement results of the 12 ob-
servers, as shown in Table 2(a); however, a good linear relation is found 
between the mean value of the 12 observers and the calculated value in 
Eq. (13), as shown in Table 2b and Fig. 8a. 

To consider the effect of pixel size on the DOF, Fig. 8b plots the DOF 
coefficient K (fC/fN) and the measured value divided by λ/NA2, as in the 
results given in Fig. 5(c). 

There is some discrepancy compared to the calculated result when 
the 10 lp/mm sample was observed near K (fC/fN) = 2.5 but the other 
measured values have a good linear relation with the calculated results. 

As mentioned above, when K (fC/fN) is more than 2.5, the wavefront 
coefficient of the defocus approaches 3λ/4, and the light intensity dis-
tribution on the sensor changes from the PSF to a uniform confusion 
circle. As shown in Section 2.4, when the light intensity distribution on 
the sensor is considered in a uniform confusion circle, the coefficient B of 
Eq. (12) can be 1.25. 

Therefore, when K (fC/fN) is more than 2.5, it is thought that the DOF 

value calculated by the following formula is closer to the measured value 
than the value calculated by Eq. (13). 

Δ =
n⋅λ

2NA2⋅
{

1.0 + 1.25
fC

fN

}

(16) 

From Eq. (10), moiré patterns might form when the pixel size 
expressed by the conversion parameter is in the range 3 < fC/fN, because 
the spatial frequency components near fC of an optical image is folded 
back by the sampling frequency fS = 2fN and is mixed with the image 
components lower than the Nyquist frequency fN. 

When K (fC/fN) is near 2.5, the conversion parameter fC/fN is 3.7, the 
resolution of digital image is determined by fN, and the 10 lp/mm 
sample included higher spatial frequency components than line width in 
an optical image may have had moiré effects on the image. Therefore, 
we think that the difference has widened between the DOF value 
calculated by Eq. (13) and the measured value. 

When the pixel size is in the range 4 ≤ fC/fN, the resolution is 
determined by fN, and the spatial frequency components of an optical 
image from lower than 0.75 fC to fC could be mixed with the image 
component low than the fN as moiré patterns. 

The DOF can be thought of as an unrecognizable range of changes in 
the intensity distribution of the image (less than 20 percent, as is the 
Rayleigh criterion), so the effects of moiré patterns need to be removed. 

Since the effect of moiré depends on the periodicity of the observed 
object, we determined Eq. (13) as the DOF formula in the range fC/fN < 4 
where the influence of moiré is small as shown in experiment 3–2. 

Recent digital image sensors reduce moiré patterns and noise using 
processes such as averaging during developing instead of an optical low- 
pass filter. Therefore, the developing process might have affected taken 
images. 

The DOF of the object side and the DOF of the image side can be 
obtained separately using Eq. (13) by defining the cut-off frequency, fC, 
of the microscope optical system and the Nyquist frequency, fN, of the 
image sensor, as well as the NA on each side (object and image side). 

However, when considering the DOF of the object side, the value for 
just the optical system may be different from λ/NA2, obtained using the 
Rayleigh criterion, when the NA is large (Young et al., 1993). This study 
does not consider the range when NA is large enough that the DOF of just 
the optical system is no longer λ/NA2 (from the Rayleigh criterion). 
Therefore, the DOF on the object side is within the NA range where the 
Rayleigh criterion is applicable. 

This study assumed a black-and-white image sensor with no effect of 
monitor resolution. 

The resolution when an imaging device is combined with a micro-
scope is defined as the lowest value of the cut-off frequency of the optical 

(a) Observation results by twelve parsons

Total magnification5 × Total magnification10 × Total magnification20 × Total magnification40 ×

Sample 10 lp/mm 2 lp/mm 10 lp/mm 2 lp/mm 10 lp/mm 2 lp/mm 10 lp/mm 2 lp/mm 

Monitor 20′′ 12′′ 20′′ 12′′ 20′′ 12′′ 20′′ 12′′ 20′′ 12′′ 20′′ 12′′ 20′′ 12′′ 20′′ 12′′

Average Ap (μm)(12 parsons) 9.15 8.93 7.05 7.35 4.08 4.5 3.75 3.71 2.75 2.65 2.3 2.55 1.85 1.70 1.88 1.65 
Deviation σ (μm)(12 parsons) 3.77 2.79 2.47 2.71 1.72 1.29 1.42 1.66 1.25 1.09 1.01 1.06 0.93 0.84 0.93 0.84 
Mean Ap (μm) 8.12 4.01 2.56 1.77 
Mean σ (μm) 2.935 1.523 1.103 0.885  

(b) Results of calculation and observation

Calculation by Eq. (14) Observation (μm) Observation value / (λ/ NA2) 

TotalMag. fc / fn K(fc / 
fn) 

DOF Δ 
(μm) 

Meanvalue 10 lp/ 
mm20′′

10 lp/ 
mm12′′

2 lp/ 
mm20′′

2 lp/ 
mm12′′

Meanvalue 10 lp/ 
mm20′′

10 lp/ 
mm12′′

2 lp/ 
mm20′′

2 lp/ 
mm12′′

5× 3.753 2.564 6.96 8.12 9.150 8.925 7.050 7.350 2.99 3.369 3.286 2.596 2.706 
10× 1.876 1.532 4.16 4.01 4.083 4.500 3.750 3.708 1.476 1.503 1.657 1.381 1.365 
20× 0.938 1.016 2.76 2.56 2.750 2.650 2.300 2.550 0.943 1.013 0.976 0.847 0.939 
40× 0.469 0.758 2.06 1.77 1.850 1.700 1.875 1.650 0.652 0.681 0.626 0.69 0.608  

Table 2 
Results of the DOF observation in experiment 3–2.  
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Fig. 8. Measurement results from experiment 3–2. (a) Com-
parison of measured results and calculated results using Eq. 
(13). (b) Measured results divided by λ/NA2 and results of (a) 
rewritten using the DOF coefficient, K (fC/fN). Blue dots ( ) are 
the results of a striped pattern with 10 lp/mm on the imaging 
surface observed with a 12′′ monitor. Brown dots ( ) are re-
sults of observing a 10 lp/mm striped pattern with a 20′′

monitor. Green dots ( ) are results of observing a 2 lp/mm 
striped pattern with a 12′′ monitor. Purple dots ( ) are results 
of observing a 2 lp/mm striped pattern with a 20′′ monitor. 
Black dots (●) are the mean of the measured values from blue 
to purple dots ( to ), the black dash bars are the deviations 
(±σ) from each mean, and the measured and calculated values 
are the same on the black dotted line. (For interpretation of the 
references to color in this figure legend, the reader is referred 
to the web version of this article.)   
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intensity that can be taken in by the optical system without reducing the 
DOF on the object side. 

We think Eq. (13) is a good way to find the relationship between the 
DOF, the numerical aperture, and the pixel size, as one possible solution 
is to increase the numerical aperture without reducing the depth of 
focus. 

5. Conclusions

When an optical system and a digital image sensor are combined, 
pixel size of an image sensor affects the resolution of digital images, the 
depth of focus, forming moiré patterns and etc. 

In order to consider the effect of pixel size on digital images, we set 
the ratio, fC/fN, between the cut-off frequency of the optical system, fC, 
and the Nyquist frequency of the imaging device, fN, as the parameter 
expressing the effect of the pixel size and called it conversion parameter 
in this paper. 

By using the conversion parameter, we derived that the effect of pixel 
size on digital images can be expressed in a simple formula. 

For resolution, it can be expressed by the cut-off frequency of the 
optical system fC when it is fC/fN ≤ 1, and the Nyquist frequency of the 
imaging device fN when it is 1 < fC/fN. 

In this paper, it is shown that the depth of focus within the range fC/ 
fN < 4 without the influence of moiré can be expressed by equation Eq. 
(13), and that the results of two different measurement experiments 
using the microscope agreed with the calculated results from Eq. (13). 

Therefore, we propose Eq. (13) as simple formula expressing the 
depth of focus when an optical system and a digital image sensor are 
combined. 

A.1 A method by calculating MTF at each defocus position

A method is shown to obtain the DOF from the decrease in MTF when defocusing is observed in the observation optical system.
The optical image of the observed object is expressed as a convolution of the intensity distribution of the object, I0 (x,y), and the PSF of the optical

system. The image intensities are integrated in each pixel when the image sensor receives this optical image, and the image is converted into a discrete 
image signal, as shown in Eq. (9). 

Fourier transformation of the image signal in Eq. (9) is expressed as in Eq. (10); thus, the characteristics of the image signal captured at the imaging 
element can be viewed as the product of OTF (fC) and a function expressing the effect of the pixel size (PP), SINC (fS). 

The characteristics of the observed image can be considered using MTF (fC) when not combined with an image sensor. The DOF can be obtained 
from MTF (fC) when there is defocusing in the optical system. 

On the other hand, when combined with an image sensor, the image signal IS(x,y) is discussed with MTF (fC)・SINC (fS). 
The effect of pixel size on the DOF could be considered by calculating MTF (fC)・SINC (fS) when there is defocusing. 
A method to calculate the DOF from MTF (fC)・SINC (fS) is shown using the following example. An ideal optical system with magnification 

10 × and NA on the object side 0.3 is observed using light with a wavelength of 550 nm. The imaging device has square pixels arranged in a 600 × 600 
two-dimensional array, and all pixels receive light. The pixel size was changed. 

The tolerance of the DOF is the value of MTF (fC) when defocusing of λ/4 happens in the optical system using the same defocusing wave front 
coefficient as the Rayleigh criterion. 

The spatial frequency for evaluation is set when deriving the DOF using MTF. Here, fN/2 is chosen as the spatial frequency when fN ≤ fC. 
As shown in Fig. A-1(a) and A-1(b), the MTF (fC, 0, f) at the focal position (def = 0) of the optical system only and the MTF when there is defocusing 

of λ/4, MTF (fC, λ/4, f), also of the optical system only, are calculated. The difference at the focal position between MTF at fC/2, MTF (fC, 0, fC/2), and 
the corresponding value with defocusing of λ/4, MTF (fC, λ/4, fC/2), is defined as ΔMo (λ/4). The value of ΔMo (λ/4), normalized by dividing with MTF 

system and the Nyquist frequencies of the image sensor and monitor 
(ISO, 2016). An analogy to the resolution could be made for the DOF. 
The effect of the monitor can be obtained by choosing the Nyquist fre-
quency, fN, in the parameter considering the effect of pixel size, fC/fN, as 
the lower value of the Nyquist frequencies of the image sensor and 
monitor. 

When a color image sensor is combined, a three devices type can be 
treated the same as a black-and-white image sensor thus, the DOF can be 
obtained using Eq. (13). 

The image resolution information in a Bayer filter type image sensor 
depends on the interpolation processing of green (G) pixels. The DOF 
could be obtained with Eq. (13) if the image of green (G) pixels, after 
interpolation processing, is equivalent to images from a black-and-white 
image sensor. 

Recently image processing methods that can extend or reduce the 
depth of focus are being investigated. The effect of pixel size must be 
considered when performing these methods because digital images are 
created by a sum of light intensity within a pixel. 

In particular, the pixel size gives the depth of focus reduction method 
large effects, and in order to reduce the depth of focus below value of the 
Rayleigh criterion, from Eq. (13) we think the pixel size of a digital 
image sensor should satisfy the following condition. 

fC⩽fN 

In addition, in the non-staining evaluation of pluripotent cells that 
formed colonies, we measure phase distribution of cells in the colonies 
and evaluate them (Nishimura et al., 2019). 

Since the phase amount of a three-dimensionally spread object such 
as a cell in a colony is proportional to the DOF on the object side, the 
DOF of an observing optical system is considered to plays an important 
role in quantitative phase distribution measurement. 

Thick objects, such as large colonies or tissue fragments, scatter light 
that has passed through and reduce the image component, including the 
phase distribution, and display low signal-to-noise ratio images. In order 
to improve the signal-to-noise ratio, it is necessary to increase the light 
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(a.1) 

Po(λ/4) represents the rate of change in the spatial frequency of the MTF at fN /2 when there is defocusing of λ/4; thus, this can be considered the 
tolerance of the DOF. 

Similarly, when there is a defocus wave front of an arbitrary amount, MTF (fC)・SINC (fS) is considered by defining ΔMp (Defocus) and Pp (Defocus) 
that correspond to ΔMo (λ/4) and Po (λ/4), respectively. 

ΔMp(Defocus) = {MTF(fC, 0, fN/2) − MTF(fC,Defocus, fN/2)}⋅SINC(fS, fN/2)
Pp(Defocus) = ΔMp(Defocus)/{MTF(fC, 0, fN/2) SINC(fS, fN/2) } (a.2) 

Po (λ/4) is the tolerance of the rate of change of MTF when an image sensor is combined. Therefore, the DOF is calculated using a defocusing wave 
front coefficient of 

Pp(Defocus) = Po(λ/4) (a.3) 

Fig. A-1(c) shows the defocusing wave front coefficient becomes less than the tolerance when the pixel size (PP) is changed. As in Fig. 2(a), Fig. A-1 
(c) shows the pixel size (PP) using the ratio, fN/fC, between the Nyquist frequency of the imaging device, fN, and the cut-off frequency of the optical
system, fC.

The result in Fig. 3 shows the data from Fig. A-1(c), redrawn by expressing the defocusing wave front coefficient as a coefficient of λ/NA2. 
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Fig. A-1. Schematic of a calculation to obtain the DOF from a decrease in the MTF and calculated results. (a) Change in MTF by defocusing and setting the tolerance. 
(b) Enlargement of (a) near fN/2. (c) Results of the defocusing wave front coefficient within the tolerance plotted against the normalized spatial frequency, fC/fN.

(fC, 0, fC/2), is obtained as Po(λ/4). 

ΔMo(λ/4) = MTF(fC, 0, fC/2) −  MTF(fC, λ/4, fC/2)
Po(λ/4) = ΔMo(λ/4)/MTF(fC, 0, fN /2)
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13

A.2 A method by calculating contrasts at each z position images and DOF

A method to calculate the DOF from images captured in experiment 3–1 is given below.
Six images are captured in BMP format at each z position, and an average image with lower electric noise is generated for each z position by

averaging the six images. A calculation domain, shown in Fig. A-2(a), is cut out from the average image, and a line domain is defined where contrast 
calculations are conducted. Further averaging is conducted over three lines, which includes the lines immediately above and below the designated line 
domain. The image intensity distribution for each line width is calculated, as in Fig. A-2(b). 

This image intensity information is sorted and the mean of a certain number of values (7, 12, and 20, in W1, W2, and W3, respectively) from the 
maximum value is taken as the maximum image intensity, IT. Similarly, the minimum image intensity, IB, is calculated by averaging a certain number 
of values from the minimum. The image contrast, Cont (z), for each z position of each line width is defined as 

Cont( z ) = (IT − IB) / (IT + IB) (a.4) 

The image contrasts are calculated for images captured at all z positions for DOF calculations and the relation between image contrast and z-step 

Fig. A-2. Image contrast calculation in experiment 3–1. (a) Domain used for image contrast calculations. (b) Intensity of each line width in the cross-section along 
the domain. 
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position is calculated for each line width, as shown in Fig. A-3(a). 
The maximum value in each line width in Fig. A-3(b) is extracted from the obtained relation between the image contrast and the z-step position, 

which is then used to obtain the relation between the normalized image contrast and the z-step position. 
The tolerance in the relation between the normalized image constant and z-step position, which is shown in Fig. A-3a), is set to 0.8. The difference 

in z-step positions where the value of the normalized image constant dips below 0.8 is obtained as Zn. 
The DOF Δ is calculated using the following equation and values of Zn and δz, 

Δ = ( Zn − − 1 ) δz (a.5) 

Experiment 3–2 is a measurement to obtain the DOF through visual observation. The tolerance is not explicitly set but instead is implied from the 
judgment by the observer; thus, the DOF is obtained by Eq. (15). 

In contrast, experiment 3–1 derives the DOF by setting a tolerance value and using z-step positions that dip below the tolerance, meaning an error 
of, at most, 2 z-steps could occur. 
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Fig. A-3. Method to calculate the DOF from image contrast calculations in experiment 3–1. (a) Image contrast at each z-step position. (b) Calculating the DOF by 
normalizing the results in (a) by the image contrast at the focal position. Blue, brown, and green dots ( , , and ) indicate the measured values from line width W1, 
W2, and W3 patterns, respectively. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 
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The DOF was calculated using Eq. (a-5) to reduce this measurement error. The measurement error can be decreased to δz by using Eq. (a-5). The 
value of δz is set to be < 1/10 of λ/NA2 so the measurement error is negligible. 
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ments, Flats, Residential plotted schemes, Farm Houses, 
etc. We have been crowned with numerous awards like Utkal 
Sanman, Jewel of India Award, and Bhartiya Nirman Ratna 
Awards.
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